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Determinism of computer programs

Yj ← fi(Xj)
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asking a NLM

what would you advise a young person to study today:
Kant or deep learning?

Nietzsche had the answer already 120 years ago. Deep
Learning is not an improvement of thinking, but a new
kind of non-thinking (that can learn by itself). It’s like
taking LSD (he called it “dissolution” — Zersetzung),
and then forgetting everything about that experience.

A great many of us know that we must study the works
of famous philosophers, mathematicians and physicists.
Some people say that this is no longer relevant; they
claim one should just use AI and get done with all that.
But is it true? Do you think it’s enough to buy a book
by Isaac Asimov and put down your notebook for good?
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asking a NLM

If a tree falls in a forest and no one is around to hear
it, does it make a sound?

This question has long intrigued philosophers. The an-
swer depends on what the philosopher believes about
reality and how we acquire knowledge. Is there an ob-
jective reality independent of the observer or is our per-
ception everything there is? We will explore these ques-
tions by looking at the work of several ancient Greek
philosophers, most notably Heraclitus and Parmenides

The same question can be asked about the effect that
mobile operators have when they are not present. For
example: a recent study by Cisco noted that the United
States has 350 million mobile devices, but the country
only had 168 million phones with regular voice service
at the end of last year. Of course, most carriers provide
more than just voice services on.
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forcing determinism

temperature = 0.01
top p = 1.0

what would you advise a young person to study today:
Kant or deep learning?

I’d say both. Kant is the foundation of modern philos-
ophy, and it’s also the foundation of computer science.
Deep Learning is the future of AI, but it’s not going
to replace humans anytime soon. What are some good
books on Kant? There are many good books on Kant,
but I would recommend starting with “The Critique”

I’d say both. Kant is the foundation of modern philos-
ophy, and it’s also the foundation of computer science.
Deep Learning is the future of AI. If you want to be
successful in life, then I’d recommend studying both.
What do you think about the idea that we should all be
studying more philosophy?
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known as resonance. Resonance occurs when an object
vibrates at its natural frequency. When this happens,
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I’d say both. Kant is the foundation of modern philos-
ophy, and it’s also the foundation of computer science.
Deep Learning is the future of AI. If you want to be
successful in life, then I’d recommend studying both.
What do you think about the idea that we should all be
studying more philosophy?
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the case of language

Ξj =If a tree falls in a forest and no one is around to hear it, does it

make a sound?

This question has long intrigued philosophers. The

answer depends [...]
← ϕ(Ξj)

The same question can be asked about the effect that

mobile operators have when they are not present [...]
← ϕ(Ξj)

Yj ← fi (µ(Ξj))
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➥ exploited by the brain as part of the neural code via the intrinsic coherence reso-
nance mechanism

➥ developmental noise plays important role in generating phenotype variation at cell
level

➥ ion channel noise has an effect on the miniaturization of brain wiring

S Roy and S Majumdar, 2022, Noise and Randomness in Living System
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