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Introduction

Shannon entropy first appeared in Claude Shannon’s article "A mathematical theory of
communication", as a measure of the uncertainty associated with a probability distribu-
tion on a finite set. Although it was introduced to provide an answer to an information
theoretic problem, namely to show that it is possible to send information through a chan-
nel at a positive rate with arbitrarily small probability of error, it has subsequently found
applications in various mathematical disciplines, including statistical mechanics, probabil-
ity theory, and portfolio theory [4]. More recently, D.Bennequin and P.Baudot [2] showed
that entropy appears spontaneously as a cohomological class in information cohomology,
which is an invariant associated with a finite statistical system. Finally, J.P. Vigneaux, in
his doctoral dissertation, extended these ideas in several directions, in particular he intro-
duced the notion of information structure, which is a category-theoretical formalization
of the mentioned statistical systems. The aim of this thesis is to present this new point
of view, mainly following Vigneaux’s article [13].
As a preliminary step, we have included a first section containing an introduction to
Shannon entropy. In this section we also define the functions Sα, called α-entropies,
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where α ∈ (0,+∞) \ {1}. These functions can be considered a generalization of entropy,
which we denote S1 for a reason that will be made clear in section 1.
The second section is dedicated to introducing the category of information structures. We
begin by providing a precise definition of objects (Def. 2.2.) and morphisms (Def. 2.6).
After that, we prove the existence of products and coproducts.
Roughly speaking, information structures are pairs (S,E ), where: S is a small category
(actually is a partially ordered set) whose set of objects represents a set of observables, and
arrows encode the refinement relations between them; E is a functor on S, that associated
with each observable the set of possible values it can assume. The definition of information
structure is sufficiently general and flexible to treat in a unified manner several different
cases, some of which are presented as examples. The fundamental example remains the one
in which observables are random variables that share the same sample space. However, we
will show that not all information structures are of this type, providing a characterization
of this behavior that relates to the phenomena of contextuality treated in [1] through a
sheaf-theoretical approach.
In the third section, we construct the framework necessary to define information coho-
mology as a derived functor. For this purpose, we define a presheaf of R-algebras on the
category S, which can therefore be seen as a ringed site with the trivial topology. Within
the abelian category of presheaves of A -modules, we consider RS to be the constant
presheaf with value R, equipped with the trivial action of A . Then, we construct the un-
normalized bar resolution [8] of RS , which turns out to be a projective resolution β•(RS).
Finally, we define the information cohomology associated with S, with coefficients in a
presheaf of A -modules F as the cohomology of the complex HomA (β•(RS),F).
In the fourth and final section, we relate information cohomology and α-entropies. To
this end, we introduce on each information structure (S,E ) a class of covariant functors
(probability functors) which associate each observable X with a subset of the probability
laws on EX . Given a probability functor Q, we consider the abelian presheaf which maps
each observable X to the abelian group of the real-valued measurable functions on QX .
For each α > 0 we define an A -module structure, dependent on α, on this presheaf,
obtaining in this way a familiy {Fα}α>0 of presheaves of A -modules.
Once these definitions are provided, we show that H•(S,Fα), the information cohomology
with coefficients in Fα, is "functorial" in S (Proposition 4.2.). It follows that information
cohomology is an invariant for equivalent structures.
We then proceed to analyze the structure of the cocycles of the complex HomA (β∗(RS),Fα).
In particular, it turns out that the 1-cocycles are uniquely determined by collections
(f [X])X∈Ob(S), of elements in Fα(X) i.e. functions of probabilities distributions on EX .
These collections must satisfy the cocycle condition, expressed by f [XY ] = f [X]+X.f [Y ],
where X. indicates the action of AXY . In this framework, for each α > 0 the function Sα
yields a 1-cocycle (Definition 4.5.) of the corresponding chain complex, since the cocy-
cle condition coincides with the chain rule for α-entropies. This same fact enables us to
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demonstrate the main result of this thesis, which we now present in detail.

Theorem 0.1. Let (S,E ) be a finite information structure equipped with an adapted
probability functor Q : S→Meas whose restriction maps (internal marginalizations) are
all surjective. Assume that for any object X ∈ Ob(S), exists an arrow Z → X in S such
that Z is non-trivially reducible. Then, for each α > 0, there is an isomorphism of real
vector spaces

χα :
∏

C∈π0(S∗
Q)

R −→ Z1(S,Fα(Q)) given by

χ((λC)C∈π0(S∗
Q))[X] = λCSα[X] ∀C ∈ π0(S∗), ∀X ∈ C

(0.1)

Under this isomorphism, the subgroup of 1-coboundaries is identified with the diagonal
subspace ∆ = R · (1, . . . , 1, . . . ) if α ̸= 1, otherwise is the zero subspace. Therefore,

H1(S,Fα(Q)) =


∏

π0(S∗
Q) R if α = 1(∏

π0(S∗
Q) R

)
/∆ if α ̸= 1

(0.2)

Let us now explain notations and concepts we have not encountered so far. For instance,
S∗

Q denotes the subcategory of S consisting of objects X such that Q(X) contains a
non-atomic probability. Moreover π0(S∗

Q) is the set of the connected components of the
category S∗

Q. Finally, an observable Z is non-trivially reducible if there exist two distinct
observables X and Y such that Z = XY , and some conditions (Definition 4.7) on the
functors E and Q are satisfied. These conditions allow us to use the functional equation
(4.53) to show the existence of a real constant λ such that f [X] = λSα[X], f [Y ] = λSα[Y ]

and f [XY ] = λSα[XY ].
This theorem proves that every 1-cocycle is locally a real multiple of the cocycle defined
by entropy. This means that the conditions required for being a 1-cocycle, are enough
to derive the form of the functions Sα. In this sense we can affirm that entropy appears
spontaneously in this theory.

1 Entropy

Consider a random variable X : (Ω,B, p) → EX1, where EX is a finite set. Let P be the
probability distribution of X, which means that

P (x) = p(X = x) := p(X−1({x})) ∀x ∈ EX . (1.1)
1(Ω,B, p) is a probability space. Hence Ω is the sample space, which is merely a non-empty set;

B ⊂ ℘(Ω) is the σ-algebra of events; p : B→ [0, 1] is a probability measure
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The Shannon entropy of the random variable X is a real number S1(X)2 that quantifies
how uncertain we are about the outcome of X before it is revealed. Its value is computed
by

S1(X) := −
∑
x∈EX

P (x) log2 P (x) (1.2)

with the convention 0 log2 0 := 0, justified by the fact that limt→0 t log2 t = 0.
The following two observations are intended to provide some insights into the role of
entropy as a measure of uncertainty. First notice that if the distribution of X is an
atomic probability, i.e. there exists an element x̄ ∈ EX such that P (x̄) = 1, then the
outcome of X is known in advance, there is no uncertainty about it. The entropy takes
this into account, in fact from equation (1.2) we obtain S1(X) = 0. On the other hand,
is also true that if a random variable (taking values in a finite set) has zero entropy, then
its distribution must be atomic, because all the terms in the sum that defines the entropy
(1.2) have the same sign.
We then observe that, if the cardinality of the set of possible events is fixed, the maximum
entropy is reached in correspondence with uniformly distributed random variables. Is
possible to prove this fact looking for the maximum of the function

(p1, p2, . . . , pn) 7→ −
n∑
i=1

pi log2 pi constrained to the set

∆n−1 =

{
(p1, p2, . . . , pn) ∈ Rn|

n∑
i=1

ci = 1 and pi ≥ 0 ∀ i : 1, . . . , n

}
⊂ Rn,

(1.3)

where n ∈ N is the number of possible events. To make sense of how this argument works,
note that the points of ∆n−1 are in bijection with the probability distributions on a set of n
elements. Anyway, the case of uniformly distributed random variables corresponds also to
maximum uncertainty about what the outcome will be, since the probability distribution
does not give us any clues about it.

Remark 1.1. The definition of entropy we gave above can be extended, with no modifi-
cations, to discrete variables with values in an infinite set. However, the sum involved
could become a series that may not converge. An example of this behavior is given by a
random variable X taking values in N \ {1}, and distributed according to

p(X = n) := c
1

n log2 n
n ∈ N \ {1}, 1

c
=
∑
n>1

1

n log2 n
. (1.4)

Is also possible to go further and define the entropy of continuous random variables as in
[4]. However, in the present thesis, only finite set valued random variables are involved.

2This notation was chosen for the sake of continuity with the article [13]. The subscript "1" is justified
by the existence of the α-entropies for any positive real number α, which will be introduced later.
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For this reason, from now on, whenever we consider a random variable, it will be implied
that it can assume only a finite number of values.

As can be seen from (1.2), the entropy of a random variable depends only on its distribu-
tion. Thus the sample space Ω is not involved in its computation. Moreover, composing
a random variable X with a bijection yields another random variable with the same dis-
tribution. Hence, S1(X) does not depend on "the names" of elements in EX , but on their
number. In light of these remarks, entropy can be viewed, perhaps more appropriately,
as a function of probability laws defined on finite sets. In order to make this precise, we
pick a probability law P on a finite set X . Since the distribution of the random variable
idX : (X , ℘(X ), P )→ X is precisely P , we define

S1(P ) := S1(idX ) = −
∑
z∈X

P (z) log2 P (z). (1.5)

We now introduce an important property of entropy, usually called chain rule, which will
also turn out to be fundamental within this thesis, since it allows us to see entropy as a
cocycle of a suitable chain complex.
Let us fix a sample space (Ω,B, p) for a moment. Let X : Ω → EX and Y : Ω → EY be
random variables. We can always consider the random vector

(X, Y ) : Ω→ EX × EY

ω → (X(ω), Y (ω)) .
(1.6)

Denoted with P the joint distibution of (X, Y ), it is known that for any y ∈ EY such that
p(Y = y) ̸= 0, is defined on EX the conditional law P|Y=y given by

P|Y=y(x) :=
P (x, y)

P (y)
=
p({X = x} ∩ {Y = y})

p(Y = y)
x ∈ EX . (1.7)

This assertion clearly holds true even when the roles of X and Y are exchanged. The
entropy of the random vector S1(X, Y ) (computed with the joint distribution) is called
joint entropy, while the quantity

S1(X|Y ) :=
∑
y∈Ey

p(Y=y) ̸=0

P (y)S1(P|Y=y) =
∑

(x,y)∈EX×EY

P (x, y) log2 PY=y(x) (1.8)

is known as conditional entropy [4]. This latter is a measure of how much uncertainty
remains about the outcome of the variable X after the variable Y has been measured,
averaged over the possible outcomes of Y . The joint entropy and the conditional entropy
are related by the chain rule, which can be formulated as:

S1(X) + S1(Y |X) = S1(X, Y ) = S1(Y ) + S1(X|Y ). (1.9)
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This property sounds quite natural for a measure of uncertainty, since it essentially states
that the uncertainty of a random vector (X, Y ) is equal to the uncertainty of the outcome
of Y plus the remaining uncertainty about the outcome of X once the value of Y has been
revealed; and that the roles of X and Y can be exchanged. We will show later that the
chain rule is a characterizing property of entropy, but first, let us reintroduce entropy in
a more formal and structured way, even if it may be less evocative at first glance.
We already encountered the standard simplex ∆n−1 in (1.3) and remarked its relation
with probabilities. Since we have restricted our focus to random variables with values in
finite sets, we can identify entropy with the function

S1 :
⊔
n∈N

∆n −→ R≥0

P = (p1, p2, . . . , pn) 7−→ S1(P ) := −
n∑
i=1

pi log2 pi.

(1.10)

The chain rule can be restated as follows. For any n ∈ N, for all P ∈ ∆n−1 and any
partition C = {C1, . . . , Ck} of the set {1, 2, . . . , n}, we define the function

πC : {1, 2, . . . , n} −→ C

j 7−→ Ci s.t. j ∈ Ci.
(1.11)

Then we can consider the marginalized law Pπ−1
C on C ≃ {1, 2, . . . , k} and the conditional

laws P|Ci
for each i : 1, 2, . . . , k such that P (Ci) ̸= 0, which are given by

Pπ−1
C ({i′}) := P (π−1

C ({i′})) = P (Ci′) =
∑
j∈Ci′

pj ∀ i′ ∈ {1, 2, . . . , k},

P|Ci
({j}) := P ({j} ∩ Ci)

P (Ci)
∀ j ∈ {1, 2, . . . , n}.

(1.12)

With these notations, it holds that

S1(P ) = S1(Pπ
−1
C ) +

∑
Ci∈C

P (Ci) ̸=0

P (Ci)S1(P|Ci
). 3 (1.13)

This equation can be readily verified substituting the S1’s with their explicit expressions

3From now on, to lighten the notation, we will write this sum as
∑k

i=1 P (Ci)S1(P|Ci
), while keeping

in mind that the indices for which P (Ci) = 0 should not be considered.
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and carrying out the calculations:

−
k∑
i=1

P (Ci) log2 P (Ci)−
k∑
i=1

P (Ci)
n∑
j=1

P ({j} ∩ Ci)
P (Ci)

log2

(
P ({j} ∩ Ci)

P (Ci)

)

= −
k∑
i=1

P (Ci) log2 P (Ci)−
k∑
i=1

n∑
j=1

P ({j} ∩ Ci) log2
(
P ({j} ∩ Ci)

P (Ci)

)

= −
k∑
i=1

P (Ci) log2 P (Ci)−
n∑
j=1

pi log2 pi +
k∑
i=1

n∑
j=1

P ({j} ∩ Ci)︸ ︷︷ ︸
P (Ci)

log2 P (Ci) = S1(P ).

(1.14)

The equation (1.13) states that the entropy associated with the choice of a random number
between 1 and n is equal to the entropy associated with a first choice of a subset among
the elements of a partition of {1, 2, . . . , n}, summed with the entropy of choosing the
number, knowing the subset in which it is located. From this we can see a strong analogy
with the chain rule stated by means of random variables. We claim that actually the two
formulations are equivalent. In fact, the equation (1.9) can be recovered by (1.13) letting
n := |EX × EY | and C := {π−1

EX
(x)}x∈EX

4 or C := {π−1
EY
(y)}y∈EY

. Vice versa, choosing
(Ω,B, p) := ({1, 2, . . . , n}, ℘{1, 2, . . . , n}, P ), X := IdΩ and Y := πC the equation (1.9)
yields (1.13).
Let us now explain how entropy is characterized by the chain rule, as was previously
mentioned. We remark that C.Shannon, in his foundational paper [10], derived the ex-
pression for the entropy of a probability distribution (1.10) by imposing on a function
H :

⊔
n∈N ∆

n → R≥0 some constraints that encode properties considered natural for a
measure of uncertainty. In particular, he required: that H be continuous in all its ar-
guments; that the function n 7→ H( 1

n
, . . . , 1

n
) be monotonically increasing in n ∈ N; and

that H satisfies the chain rule. However, these properties are not necessary to charac-
terize entropy, but it is enough to assume that H is measurable and satisfies the chain
rule. As a matter of fact, the chain rule for H (1.13), when applied on the partitions
{1, 2}⊔ {3} = {1, 2, 3} = {1, 3}⊔ {2}, implies5 that the function p 7→ H(p, 1− p) satisfies
the functional equation

u(1− x) + (1− x)u
(

y

1− x

)
= u(y) + (1− y)u

(
1− x− y
1− y

)
(1.15)

for all (x, y) ∈ [0, 1)2 such that x + y ∈ [0, 1]. In the subsection 4.3 we will prove,

4We have to choose a bijection {1, 2, . . . , n} ≃ EX × EY so that {π−1
EX

(x)}x∈EX
can be viewed as a

partition of {1, 2, . . . , n}.
5this argument is presented in detail in Example 4.2 with the cocycle condition in place of the chain

rule. However it will be clear that the two conditions are equivalent.
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following [12], [7] and [3], that every measurable solution of this functional equation is a
real multiple of the map p 7→ S1(p, 1− p). This implies that H is equal to kS1, for some
real number k, at least on binary probability laws. But we can prove, by induction on the
number of arguments of H, that the function H is completely determined by the values
it assumes on binary probabilities. The inductive step is based on the equation

H(p1, p2, . . . , pn) = H(p1, 1−p1)+(1−p1)H(
p2

1− p1
, . . . ,

pn
1− p1

) ∀(p1, . . . , pn) ∈ ∆n−1

(1.16)
which is obtained applying the chain rule on the partition {1, 2, . . . , n} = {1}⊔{2, . . . , n}.
In this way, for any probability distribution P , we arrive to an expression of H(P ) involv-
ing only terms like H(p, 1−p) for some p ∈ [0, 1]. Then, by substituting every occurrence
of H(p, 1− p) with kS1(p, 1− p) in such an expression, we get H(P ) = S1(P ) .
Finally, we present a generalization of Shannon entropy. Let α ∈ (0,+∞) \ {1}, the
function

Sα :
⊔
n∈N

∆n −→ R≥0

P = (p1, p2, . . . , pn) 7−→ Sα(P ) :=
1

(1− α) ln 2

(
n∑
i=1

pαi − 1

)
.

(1.17)

is called structural α-entropy, or Tsallis α-entropy, from the name of the physicist who
first used it in the field of statistical mechanics. The family of functions {Sα}α generalizes
the entropy S1 in the sense that limα→1 Sα = S1. Indeed, for all n ∈ N, for all probability
law (p1, . . . , pn) ∈ ∆n−1, we have

lim
α→1

1

(1− α) ln 2

(
n∑
i=1

pαi − 1

)
= lim

α→1

−1
ln 2

n∑
i=1

pi(p
α−1
i − 1)

α− 1

= −
n∑
i=1

pi
ln pi
ln 2

= S1(p1, . . . , pn).

(1.18)

We chose to introduce these functions because they admit a cohomological interpretation
too. Actually, the theory developed in Section 4 does not make much distinctions between
the case α = 1 and the case α ̸= 1. Just like S1, also all the functions Sα vanish on the
atomic probabilities, while they have a maximum, once the number of arguments is fixed,
in correspondence with the uniform distributions. However, if α > 1, the function

n 7→ Sα(
1

n
, . . . ,

1

n
) =

1

1− α

( n
nα
− 1
)

n ∈ N (1.19)

is not monotonically increasing, but it is indeed decreasing. Therefore, the functions
Sα cannot properly be seen as measures of the grade of uncertainty of probability laws.

8



Moreover, for any α ∈ (0,+∞), the function Sα does not satisfy the chain rule, but rather
a modified version of it.

∀n ∈ N, ∀P ∈ ∆n−1, ∀C = {C1, . . . , Ck} partition of {1, . . . , n}

Sα(P ) = Sα(Pπ
−1
C ) +

k∑
i=1

P (Ci)
αSα(P|Ci

),
(1.20)

Similarly to what we have seen for the chain rule, we can express this property in an
equivalent way using the language of random variables: following notations of (1.9), it
holds that

Sα(X, Y ) = Sα(Y ) +
∑
y∈EY

P (y)αSα(P|Y=y)

= Sα(X) +
∑
x∈EX

P (x)αSα(P|X=x).
(1.21)

The proof consists, even in this case, in a quick verification: let P be the joint probability
distribution, then we have

∑
(x,y)∈EX×EY

P (x, y)α − 1 =
∑
x∈EX

P (x)α

(∑
y∈EY

P|X=x(y)
α

)
− 1 =(∑

x∈EX

P (x)α

(∑
y∈EY

P|X=x(y)
α − 1

)
+ P (x)α

)
− 1 =

∑
x∈EX

P (x)α

(∑
y∈EY

P|X=x(y)
α − 1

)
+
∑
x∈EX

P (x)α − 1.

(1.22)

Hereafter, we will refer to this "deformed" version of the chain rule simply as chain rule
for α-entropies.
We conclude observing that the argument which led to equation (1.15) can be repeated
in the case α ̸= 1, applying the chain rule for α-entropies in place of the standard chain
rule. This results in the functional equation

∀ (x, y) ∈ [0, 1)2 such that x+ y ∈ [0, 1]

u(1− x) + (1− x)αu
(

y

1− x

)
= u(y) + (1− y)αu

(
1− x− y
1− y

) (1.23)

In subsection 4.3 we prove, following [3], that every solution of this functional equation
is a real multiple of the function p 7→ Sα(p, 1 − p). Therefore, also the α-entropies are
characterized by the chain rule.
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2 The category of Information Structures

2.1 Definitions and examples

Definition 2.1. A conditional meet semilattice is a poset6 S satisfying the additional
property that for any two elements x, y ∈ S, if there exists a third element z ∈ S such
that x ≤ z and y ≤ z, then the meet x ∧ y exists in S. We will call a conditional meet
semilattice unital, if it admits a maximum ⊤.

Recall that any poset S can be equivalently viewed as a small category, called again S, in
this way:

Ob(S) is the set of elements of the poset S;

for all x, y ∈ S, HomS(x, y):=

{
{∗} if x ≤ y

∅ if x ≰ y.

In this description of a poset, the maximum corresponds to the terminal object and the
meet corresponds to the product.

Definition 2.2. An information structure is the datum of an unital conditional meet
semilattice S equipped with a functor M : S −→ Meas7 (denote M (X) :=

(
EX ,BX

)
for each X ∈ Ob(S)) that satisfies :

1. E⊤ = {∗}, with the trivial σ -algebra;

2. ∀X ∈ S, ∀x ∈ EX , the singleton {x} is an element of the σ-algebra BX ;

3. for any arrow in S, say f, the restriction morphism M (f) is surjective;

4. for every diagram X
πX←−− X × Y πY−−→ Y ,the canonical measurable map

ι : MX×Y −→MX ×MY

z 7−→ (M (πX)(Z),M (πY )(z))
(2.1)

is a monomorphism.

In the introduction, we have already indicated how the category S and the functor M

should be interpreted. We only note that, since we have not imposed any restrictions
on the cardinality of the sets of possible outcomes, it is necessary that they be equipped
with a measurable space structure in order to introduce probability measures. We can
then add that, given two observables X and Y , the product XY := X ∧ Y , if it exists,

6A partially ordered set.
7The category of measurable spaces and measurable functions between them.
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represents the observable quantity obtained by measuring X and Y together. Therefore,
the absence of certain products encodes the impossibility of performing some joint mea-
surements. However, it is possible to conduct the joint measurement of X and Y if there
exists an observable Z which determines both the outcomes of X and Y . In fact, Z also
determines the outcome of the joint measurement. Finally, the terminal object represents
the observable whose value is known with certainty before measuring it.

Definition 2.3. An information structure is said finite if ∀X ∈ S, EX is a finite set,
while it is bounded if the poset S has finite height.8

Observe that if (S,M ) is a finite information structure, for each observable X ∈ Ob(S),
the σ-algebra BX coincide with ℘(EX) because of condition 2. in Definition 2.2. Therefore,
the structure of measurable space on EX can be forgotten without losing any information.
For these reason we will denote (S,M ) := (S,E ) in these cases, where E : S → Sets is
the functor obtained composing M with the forgetful functor U : Meas→ Sets.

Example 2.1. Rather than being a single example, this is a family of examples.
Let I be a finite set. Consider the abstract simplex ∆(I) = ℘(I). It can be seen as a
poset assigning

∀ A,B ⊂ I A ≤ B ⇐⇒ B ⊂ A. (2.2)

Note that A ∧ B = A ∪ B, hence ∆(I) admits all finite products. We call K ⊆ ∆(I) a
subsimplicial complex of ∆(I) if it is a full subcategory, and for any given element C ∈ K

all its subset are elements of K too. Given a collection of measurable spaces {(Ei,Bi)}i∈I
consider the functor

M : ∆(I) −→Meas ,

A (
∏

i∈A Ei,
⊗

i∈ABi)

B (
∏

i∈B Ei,
⊗

i∈B Bi)

M

A⊇B projection

M

where
⊗

i∈ABi denotes the product σ-algebra, i.e. the smallest σ-algebra on
∏

i∈A Ei
which makes all the canonical projections measurable. By restricting the functor M to
K, we obtain an information structure: indeed it is a poset admitting all meets and with a
maximum, given by the empty set. Moreover the condition 1. of Definition 2.2. is clearly
verified; for 2. we need to assume that for all i ∈ K, Bi contains all the singletons of Ei;
3. is also clear because the canonical projections are all surjective; as for the condition 4.
we just note that the map ι : EA∪B → EA× EB is an isomorphism. The structures arising
in this way are called simplicial information structures.

Example 2.2. Another fundamental family of examples is constituted by concrete in-
formation structures. Consider a set Ω, and denote Obsfin(Ω) the set of all its finite

8The height of a poset is the cardinality of its longest chain.
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partitions. Each random variable X defined on Ω with values in a finite set yields a finite
partition of Ω, given by {X−1(x1), . . . , X

−1(xm)}, where EX = {x1, . . . , xm} is the target
of X. Moreover, given any bijection h : EX

∼→ E , the random variable h ◦X induces the
same partition as X. Hence, the set of finite partition of Ω can be identified with the set
of all random variables on Ω with values in a finite set, modulo the relation ∼ such that,
for any two random variables X : Ω → EX and Y : Ω → EY , we have X ∼ Y iff there
exists a bijection h : EX → EY such that Y = h ◦X.
For this reason, we will use the same notation for a random variable and the induced
finite partition. Consider X, Y as above, we say that X refines Y if is possible to write
any element of Y as a disjoint union of elements of X (as partitions) or equivalently if
σ(Y ) ⊆ σ(X)9 (as random variables). This defines a partial order relation on Obsfin(Ω),
such that X ≤ Y iff X refines Y . In the resulting poset, the trivial partition {Ω} is
the top element. The product between two partition is the coarsest partition that refines
both. Explicitly, for any two partitions/random variables X, Y , their product is the finite
partition XY = {x ∩ y|x ∈ x, y ∈ Y }, which can be seen also as the partition induced by
the random vector (X, Y ). In order to construct an information structure, we consider
the functor

⋄ : Obsfin(Ω) −→ Sets

X 7−→ X seen as a finite set,
(2.3)

and whenever there is an arrow X
f−→ Y , ⋄(f) is the function which maps any element of X

to the unique element of Y which contains it. This functor clearly satisfies the conditions
1. and 3.; the condition 2. does not require any verification since the structure is finite;
for 4. just note that

ι : ⋄XY −→ ⋄X × ⋄Y is injective.

x ∩ y 7−→ (x, y)
(2.4)

We remark that in Baudot and Bennequin’s article [2], an information structure is defined
to be a full subcategory S ⊂ Obsfin(Ω) that is itself a unital conditional meet semilattice.
This means that {Ω} = ⊤ ∈ S and that for any X, Y ∈ S, if exists a partition Z that
refines both X and Y , then XY belong to S. Observe that restricting the functor ⋄ to S

yields an information structure according to Definition 2.2.

Definition 2.4. Let Ω be a set. A concrete information structure on Ω is a pair (S, ⋄),
where

S is a full subcategory of Obsfin(Ω) such that {Ω} = ⊤ ∈ S and, for any X, Y ∈ S,
if exists a partition Z that refines both X and Y , then XY belong to S

9For any random variable X : (Ω,F, P )→ (EX ,BX), σ(X) ⊂ F is the sigma-algebra generated by the
sets like X−1(B) for B ∈ BX
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⋄ is the restriction to S of the functor defined in (2.3).

Remark 2.1. Let Ω be a set. Consider Σ := {X1, X2, . . . , Xn} ∈ Obsfin(Ω).
There is a unique product preserving functor σ : ∆(n) −→ Obsfin(Ω)

10 such that σ(i) =
Xi for all i : 1, . . . , n. In fact we can write any J ⊆ {1, . . . , n} as a union of singletons
J =

⋃
m∈J{m}. But since the union coincides the product in ∆(n), it must hold σ(J) =∏

m∈J Xm. Moreover, the action of σ on arrows is determined by the universal property
of the product. The image of σ is a full subcategory of Obsfin(Ω). It is also a conditional
meet semilattice because it admits all the products. Hence it gives rise, together with the
restriction of ⋄, to an information structure (S(Σ), ⋄).
If we try to repeat the same construction with a subcomplex K ⊂ ∆(n) in place of ∆(n),
some problems may occur. As an example, let Ω = {0, 1} × {0, 1}; let X1 and X2 be
the partitions induced by the projections on the first and second component respectively
,while X3 = {(0, 0)} ⊔ {(0, 1), (1, 0), (1, 1)}. Let K be the subcomplex of ∆(3) whose
maximal faces are {1, 2} and {3}.

{1}

{1, 2} {2} ∅

{3}

Observe that σ({1, 2}) = X1X2 is the atomic partition, which is initial and in particular
refines X3. Nevertheless the product X1X3 does not belong to the image of σ, which
therefore is not a conditional meet semilattice.

Definition 2.5. A morphism of conditional meet semilattices is a functor ϕ : S1 → S2

that preserves all finite products in S1 i.e.

ϕ(X × Y ) = ϕ(X)× ϕ(Y ) ∀X, Y ∈ Ob(S1) (2.5)

Definition 2.6. A morphism of information structures is a pair (ϕ, ϕ̂) : (S1,M1) →
(S2,M2), where ϕ is a morphism of conditional meet semilattices, and ϕ̂ : M1 ⇒ M2 ◦ ϕ
is a natural transformation.

S1 S2

Meas

ϕ

M1

ϕ̂ M2
(2.6)

Given (ψ, ψ̂) : (S2,M2) −→ (S3,M3), the composition (ψ, ψ̂)◦(ϕ, ϕ̂) is defined as the pair(
ψ ◦ ϕ, (idϕ × ψ̂) ◦ ϕ̂

)
11. More explicitly, we are considering the natural transformation

10∆(n) := ℘({1, . . . , n}) = ∆({1, . . . , n})
11the notation idϕ × ψ̂ indicates the horizontal composition of natural transformations
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whose X component is given by the composition

M1(X)
ϕ̂X−→M2(ϕ(X))

ψ̂ϕ(X)−−−→M3 (ψ (ϕ(X))) (2.7)

Finally, for every information structure, the identity map is given by (idS, idM ).

The fact that (idS, idM ) is actually a neutral element for the composition defined above
is clear. That composition is associative is a consequence of the properties of horizontal
composition, but can be seen also as follows. Recall that we have a functor

(_ ◦ ϕ) : Fun(S2,Meas)→ Fun(S1,Meas),

M M ◦ ϕ

N N ◦ ϕ

η (_◦ϕ)(η)
(2.8)

also denoted with ϕ∗.12 The natural transformation ϕ∗(η) is defined on components by
ϕ∗(η)X := ηϕ(X) for X in S1, so it coincides with idϕ × ψ̂. Now for any sequence of
morphisms

S1
(ϕ,ϕ̂)−−−→ S2

(ψ,ψ̂)−−−→ S3
(ξ,ξ̂)−−→ S4

The equality
(ψϕ)∗(ξ̂)︸ ︷︷ ︸
ϕ∗ψ∗(ξ̂)

◦(ϕ∗(ψ̂)) ◦ ϕ̂ = ϕ∗(ψ∗(ξ̂) ◦ ψ̂) ◦ ϕ̂

holds true, and associativity follows. This implies that information structures form a
category, which we denote InfoStr.
Once the category is built, we proceed studying its limits and colimits. It turns out that

Proposition 2.1. InfoStr admits a zero object, the countable products and all coproducts.

Proof. The zero object is the pair made up of: the category 1, which has only one object
⊤ and only one arrow, or equivalently the poset that contains only the terminal object;
the functor M0 that sends ⊤ to ({∗}, {∅, {∗}}) which is terminal in Meas. This pair
satisfies trivially all properties required to be an information structure. Moreover, for
any information structure (S′,M ′), there is a unique morphism of information structures
(S′,M ) → 1, which sends all objects of S′ to ⊤. On the other hand, a morphism of
information structures 1→ (S′,M ) in forced to map ⊤ → ⊤, and then in unique.
Coproducts: let I be a set and {(Si,Mi)}i∈I be a family of information structures.
Consider the category S such that:

Ob(S) =
⊔
i∈I

Ob(Si)/ ∼ (2.9)

12this functor takes the name ϕp between categories of presheaves
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where ∼ is the equivalence relation that identifies all terminal objects. Denote ⊤ the
equivalence class of them.

∀ X, Y ∈ Ob(S) HomS(X, Y ) :=

{
HomSi

(X, Y ) if X, Y ∈ Si or Y = ⊤
∅ if X ∈ Si, Y ∈ Sj, i ̸= j

(2.10)

This category is a conditional meet semilattice because all Si are. Then we define a
functor M : S→Meas by

M (X) =

{
Mi(X) ifX ∈ Si(
{∗},

{
∅, {∗}

})
ifX = T

X ∈ Ob(S). (2.11)

The pair (S,M ) is an information structure because the axioms are verified locally on
each Si. Furthermore for any index i, we have a morphism of posets ji : Si → S which
maps any elements to itself, but seen in the disjoint union. In order to obtain morphisms
in InfoStr, we define natural transformations ĵi by :

ĵi(Xi) := idMi(Xi) ∀ i ∈ I, ∀Xi ∈ Si (2.12)

Now we are left to prove that (S,M ) has the universal property of the coproduct. To
achieve this, consider a cocone {(ψi, ψ̂i) : (Si,Mi) → (R,N )}i∈I . A morphism (ψ, ψ̂)

making all the triangles
(S,M ) (R,N )

(Si,Mi)

ψ

ji
ψi

(2.13)

commutative, is completely determined. Indeed, for any i ∈ I and any Yi ∈ Ob(Si), ψ(Yi)
must be equal to ψi(Yi). The same holds for the maps ψ̂Yi and ψ̂iYi since ĵi is the identity
map.
Countable products: let I be a countable set and {(Si,Mi)}i∈I a family of information
structures. Define S to be the product in Cat13 of the categories Si. This means that
Ob(S) :=

∏
i∈I Ob(Si) and

∀ (Xi)i∈I , (Yi)i∈I ∈ Ob(S) HomS ((Xi)i∈I , (Yi)i∈I) :=
∏
i∈I

HomSi
(Xi, Yi). (2.14)

13The category of all small categories.

15



We endow S with the functor

M : S −→Meas

(Xi)i∈I 7−→
∏
i∈I

Mi(Xi) = (
∏
i∈I

Ei(Xi),
⊗
i∈I

Bi,Xi
) (2.15)

such that given (fi)i∈I : (Xi)i∈I → (Yi)i∈I , the measurable function M ((fi)i∈I) :=
∏

i∈I fi
is induced by the universal property of the product and is clearly surjective. The pair
(S,M ) just defined satisfies the conditions 1. . . . 4. of Definition 2.2:
1. Follows once noting that the terminal object in S is the collection of terminal objects
of the Si.
2. Since I is countable, all the singletons {(xi)i∈I} ∈ E ((Xi)i∈I) can be written as a count-
able intersection of elements in the product σ-algebra. Denoted πE (Xj) :

∏
i∈I E (Xi) →

E (Xj) the canonical projection,

{(xi)i∈I} =
⋂
i∈I

π−1
E (Xi)

({xi}). (2.16)

Thus it is itself an element of the product σ-algebra.
3. Already verified
4. For any two objects (Xi)i∈I ,(Yi)i∈I in S, the measurable map

ι :
∏
i∈I

Mi(Xi × Yi) −→
∏
i∈I

Mi(Xi)×
∏
i∈I

Mi(Yi) (2.17)

is the product of the injective maps ιi : M (Xi × Yi) →M (Xi) ×M (Yi) and hence it is
injective too.
For any i ∈ I, the projection pi : S→ Si (from the product in Cat ) becomes a morphism
of information structures (pi, p̂i) defining

p̂i(Xi)i
: (
∏
i∈I

Ei(Xi),
⊗
i∈I

Bi,Xi
) −→ (Ei,Bi,Xi

) (Xi)i∈I ∈ S (2.18)

as the projection from the product in Meas. We claim that (S,M ) together with the
morphisms (pi, p̂i), has the universal property of the product in InfoStr. To prove this,
consider an I-cone {(ti, t̂i : (R,N ) → (Si,Mi)} on the discrete diagram {(Si,Mi)}i∈I .
Since S is the product in Cat of the Si’s, there is a unique functor

⟨ti⟩i∈I : R→ S such that pi ◦ ⟨ti⟩i∈I = ti ∀ i ∈ I. (2.19)

Furthermore, for any object U in R, there exists only one measurable map making the
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diagrams

N (U) M ((ti(U))i∈I) =
∏

i∈I Mi(ti(U))

Mi(ti(U))

∃! ⟨t̂i(U)⟩

t̂i(U)
p̂i(U) (2.20)

commutative for all i ∈ I. Thus, ˆ⟨ti⟩i∈I is also uniquely determined to be the natural
transformation whose component in U is ⟨t̂i(U)⟩.

2.2 Representations

Throughout this subsection we consider only finite information structures. Removing the
reference to a fixed sample space lent a more natural definition of morphisms between
information structures. Nevertheless, there are information structures whose objects can
be seen as partitions of some fixed set, although they are not necessarily concrete in the
sense of Definition 2.4. This is made precise by the following

Definition 2.7. Let (S,E ) be a finite information structure. A classical representation of
(S,E ) in a set Ω is a morphism of information structures (ρ, ρ̂) : (S,E )→ (Obsfin(Ω), ⋄)
such that ρ̂X is a bijection for any X ∈ S.

Using the bijectivity of ρ̂, we can associate to any X ∈ Ob(S) a simple random variable
X̃ : Ω→ EX defined by X̃−1(x) := ρ̂X(x) for all x ∈ EX . It is possible to characterize the
structures that admit a representation in some space by means of the properties of the
functor E . This is actually what we are going to do now.
The functor E : S→ Set is a diagram in Sets, which is a complete category. Hence the
limit exist, and is explicitly described by:

lim
S

E =
{
(tX)X∈Ob(S) ∈

∏
X∈Ob(S)

EX | for any arrow φ : X → Y, E (φ)(tX) = (tY )
}

(2.21)

The functions that constitute the universal cone are the restrictions to limS E of the
projections from the product πEZ

:
∏

X∈Ob(S) EX → EZ , where Z ∈ Ob(S). In fact, for any
other cone (D, {dX}X∈Ob(S)) over the diagram E , we have a unique function ⟨dX⟩X∈Ob(S)

induced by the universal property of the product. But since for any arrow f : X → Y in S

we have dY = f ◦ dX (being D a cone), the image of the function ⟨dX⟩X∈Ob(S) is contained
in limS E ⊂

∏
X∈Ob(S) EX . Thus, there exists a unique map d : D → limS E such that

dZ = πEZ
◦ d for all Z ∈ Ob(S).

We remind that the elements of limS E are usually called compatible families, or global
sections of E .

Definition 2.8. An information structure (S,E ) is called noncontextual if for all X ∈
Ob(S) and for all x ∈ EX , there exists s̄ ∈ limS E such that πEX

(s̄) = x.

17



We can reformulate this definition saying that for all X ∈ Ob(S), every element in EX
belongs to a compatible family.

Theorem 2.1. Let (S,E ) be a finite information structure. It holds that

(S,E ) has a classical representation ⇐⇒ (S,E ) is noncontextual. (2.22)

Proof. ⇒) Suppose that (ρ, ρ̂) is a classical representation of (S,E ) in some set Ω.
For any map f : X → Y in S we have the commutative diagram

Ω ⋄ρ(X) EX

⋄ρ(Y ) EY

γX

γY

≃
ρ̂−1
X

⋄ρ(f) E (f)

≃
ρ̂−1
Y

where γX maps ω ∈ Ω to the element of ⋄ρ(X) to which it belongs. We can see that Ω is
the vertex of a cone over the diagram E . Therefore exists a unique map Ψ : Ω→ limS E

such that ∀X ∈ S, πEX
◦Ψ = ρ̂−1

X ◦γX . Consider an element y ∈ EY , for some Y ∈ Ob(S).
Is always possible to take an element ωy in the preimage of y via ρ̂−1

Y ◦ γY , because this
map is surjective. We claim that Ψ(ωy) is the compatible family we were looking for. In
fact πEY

(Ψ(ωy)) = ρ̂−1
Y ◦ γY (ωy) = y.

⇐) We define a classical representation of S in limS E . Let ρ : S → Obsfin(limS E )

be the functor that associates to and object X the partition induced by πEX
, which is

{π−1
EX
(x)|x ∈ EX}. Given an arrow f : X → Y , we have the comutative triangle

limS E

EX EY .

πEX

πEY

E (f)

(2.23)

From this we deduce
π−1

EY
(y) =

⋃
x∈E (f)−1({y})

π−1
EX
(x) (2.24)

which means that ρ(X) refines ρ(Y ). We define ρ(f) as this refinement. To obtain a
morphism in InfoStr, consider the natural transformation ρ̂ : E → ⋄ ◦ ρ given by

EX ⋄ρ(X)

EY ⋄ρ(Y )

ρ̂X

E (f) ⋄ρ(f)

ρ̂Y

x π−1
EX
(x)

E f(x) π−1
EY
(E f(x))

(2.25)

Observe that ρ̂X is surjective by definition of ρ(X), and is also injective. In fact for
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x, z ∈ EX such that π−1
EX
(x) = π−1

EX
(z), applying πEX

, we get x = z. Thus (ρ, ρ̂) is a
classical representation of (S,E ).

Remark 2.2. A measurement scenario is defined in [1] as a triple (X ,M, O), where:

X is a finite set of variables.

M := {Ci}i∈I is a family of subsets of X , that represent the maximal possible
measurement contexts.

O is a finite set which represents the set of possible values or outcomes that each of
the variables in X can assume.

The power set ℘(X ) can be ordered by inclusion, obtaining in this way a poset which in
turn can be seen as a category. It is worth noting that this category is the opposite of the
category ∆(X ) defined in Example 2.1.
On the category ℘(X ) is defined the presheaf E : U 7→ OU =

∏
x∈U O, with restriction

morphisms E(U ⊂ U ′) given by the projections
∏

x∈U ′ O →
∏

x∈U O. This presheaf is
called the sheaf of events : it is indeed a sheaf if we see X as a discrete topological space.
Furthermore, for any C ∈ M, suppose given a probability law pC on the set E(C), such
that the resulting family (pC)C∈M is compatible, in the sense that for any C,C ′ ∈M the
marginalizations of pC and pC′ to E(C ∩C ′) are equal. This defines a subpresheaf S of E

that can be interpreted as the presheaf of events which are actually possible according to
the family (pC)C∈M. Specifically

S(U) :=
{
s ∈ OU | ∀ C ∈M, s|U∩C ∈ supp(pC |U∩C)

}
, (2.26)

where s|U∩C denotes the projection of s in OU∩C and pC |U∩C denotes the marginalization.
Let K be the subcomplex of ∆(X ) whose maximal faces are the measurement context C ∈
M. It is possible to prove that (K,S) is an information structure according to Definition
2.2. We then follow the notation of [1] saying that an finite information structure (S,E )

is:

logically contextual at a value x ∈ EX if x belongs to no compatible families in
limS E

strongly contextual if E does not admit any global section, i.e. limS E = ∅.

We conclude the discussion with some examples.

Example 2.3. Let K be the subcomplex of ∆(2) whose minimal faces are: {0, 1}, {0, 2}, {1, 2}.
We want to build a simplicial information structure on K. For this purpose, we introduce
a functor E : K → Sets defining it directly on all objects and arrows in K. We start
setting E ({i}) := {a, b} for i = 0, 1, 2. Note that a and b are just "names" for the elements
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of a two-elements set. Usually these two elements are denoted 0 and 1 but we choose to
not adopt this notations here to avoid confusion with the elements 0, 1 ∈ ∆(2). Since
the functor E must satisfy the condition 4. in the definition of information structure, the
set E ({i, j}) can be identified with a subset of E ({i}) × E ({j}), thus it makes sense to
define E ({i, j}) := {(a, b), (b, a)} for any {i, j} ∈ K. Moreover, E transforms arrows in
K (reversed inclusions) into restrictions of the canonical projections from the product in
Sets.

b

b a

a b

a

{2}

{0}

{1}

E

(2.27)

The triangle at the ground floor is a picture of K, the side with vertices {i} and {j}
represents the object {i, j}. Above each vertex {i} of this triangle lies E ({i}), and above
each side {i, j} there is E ({i, j}): every segment that connects an element of E ({i}) with
an element of E ({j}) specifies a pair in E ({i}) × E ({j}). We can now observe that an
element s ∈

∏
X∈K EX corresponds to a family of points an dashes indexed by objects of

K. This family forms a closed path if and only if s ∈ limS E . Looking at the picture we
deduce that in this case limS E = ∅, so the structure is strongly contextual.
Alternatively, one could notice that the shape of E models the constraint that for any
measurement involving two observables together, they yield different outcomes. Thus,
no joint measurement of the three observables can satisfy the constraint, in fact, it’s
impossible for three elements taken from {a, b} to be pairwise different. Observing that
an element in the limit specifies a possible outcome of such a joint measurement, we
conclude that limS E = ∅.

Example 2.4. Here is a variation of the previous example. We only modify the value E

on the two-element objects.
Specifically, E ({i, j}) := {(a, a), (b, b)} for any {i, j} ⊂ {0, 1, 2}. In this setting the picture
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becomes
b

b a

a b

a

{2}

{0}

{1}

E

(2.28)

We see that any point or dash is part of a closed path. Hence the structure is noncontex-
tual. Moreover limS E ≃ {a, b} since any component of an element of the limit determines
all others. In this case the three observables are constrained to be identical.

Example 2.5. We present another variation. Again we modify only the definition of
E on objects, according to: E ({0, 2}) := {a, b} × {a, b}; E ({0, 1}) := {(a, b), (b, a)};
E ({1, 2}) := {(a, a), (b, b)}.

b

b a

a b

a

{2}

{0}

{1}

E

(2.29)
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In this case limS E ̸= ∅, indeed
(
a, b, b, (a, b), (a, b), (b, b)

)
∈ lims E . However there is no

closed path that includes the segment (b, b) over {0, 2}.
Thus the structure is logically contextual at (b, b) ∈ E ({0, 2}) but not strongly contextual.

Example 2.6. Given a concrete structure (S, ⋄) on a set Ω, it may happen that limS ⋄ ≠
Ω. Recall that there exists a map ψ : Ω → limS ⋄ induced by universal property of the
limit. Hence any element in Ω specifies an element in limS ⋄.
Let Ω := {1, 2, 3, 4} and consider the finite partitions partitions Xi =

{
{i}, {i}c

}
for

i = 1, 2, 3, 4. Let S be the concrete structure whose underlying poset is represented by

X1X2 X2X3

X1 X2 X3

T

(2.30)

Applying the functor ⋄ we get{
{1}, {2}, {3, 4}

} {
{2}, {3}, {1, 4}

}
{
{1}, {1}c

} {
{2}, {2}c

} {
{3}, {3}c

}
{
{1, 2, 3, 4}

}
(2.31)

Observe that ({1}, {3}, {1}, {2}c, {3}, {1, 2, 3, 4}) ∈ limS ⋄ but this compatible family can
not be the image of any ω ∈ Ω, simply because such an ω would be both 1 and 3.
Thus limS ⋄ ̸= Ω. Notice that by including X1X3 in S, the observables X1 and X3

can be measured together, and the outcom of such a measurement belongs to the set{
{1}, {3}, {2, 4}

}
. Thus the presence of elements like the one above is no longer possible.

With this modification we have limS ⋄ ≃ Ω.

3 Information cohomology

In this section we introduce the information cohomology following [13]. The reader is
supposed to be familiar with abelian categories and derived functors. We refer to [14] for
notations and definitions related with these topics.
Let S be a unital conditional meet semilattice with terminal object ⊤. For any object
X ∈ Ob(S) the categorical product in S induces a monoid structure on the set SX :=
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{Y ∈ Ob(S)| ∃f : X → Y } of the objects which are coarser thanX. In fact, for any Y1, Y2 ∈
SX , the object X provides a common lower bound, thus the product Y1Y2 exists. This
defines a binary operation on the set S , which is shown to be associative, commutative,
and with neutral element given by ⊤. Whenever there is an arrow f : Z → X in S, the
inclusion SX ⊂ SZ is an homomorphism of monoids. Therefore we obtain a presheaf of
monoids S : Sop →Mon such that S (f) is the inclusion SX ⊂ SZ .

Definition 3.1. Given a monoid M, the monoid R-algebra associated to M, denoted
R[M], is the free R-module on the underlying set of M endowed with the product( n∑
i=1

ri[mi]

)
·
( k∑
j=1

r′j[m
′
j]

)
=

( n∑
i=1

k∑
j=1

rir
′
j[mi·Mm′

j]

)
where ri, r′j ∈ R and mi,m

′
j ∈M

which is associative and admits [1M ] as a neutral element.

Definition 3.2. Let S be a unital conditional meet semilattice.
A : Sop → Rings is the presheaf of rings described by

X R[SX ]

Y R[SY ]

φ A (φ) extension of S (φ) by R−linarity (3.1)

Definition 3.3. Let S as above. We denote with RS : Sop → Ab the constant presheaf
of A -modules which maps all X ∈ Ob(S) to (R,+, 0), equipped with the trivial action of
AX . (Y · r = r ∀ Y ∈ AX , r ∈ R )

The functor HomA (RS,_) : PMod(A ) → Ab is left exact. Moreover, the category
PMod(A ) is abelian and has enough injective objects. Hence the right derived functors
RnHomA (RS,_) = Extn(RS,_) are well defined and form a universal δ-functor [14].

Definition 3.4. The information cohomology of S with coefficients in the A -module F
is

H•(S,F) := R•HomA (RS,_)(F) = Ext•(RS,F) (3.2)

Recall that properties of PMod(A ) listed above, ensure that F has an injective resolution

0→ F ς−→ J 0
d0J−→ J 1

d1J−→ J 2 . . . ,

and the group (actually a real vector space) Extn(RS,F) is the n-th cohomology group of
the complex obtained applying the functor HomA (RS,_) to the complex J •.
It is, however, more convenient to fix a projective resolution P•

ε−→ RS → 0 and use it to
compute the information cohomology with every presheaf of coefficients. This is possible
because of the following
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Proposition 3.1.

Hn(HomA (RS,J •)) ≃ Hn(HomA (P•,F)) ∀ n ∈ N0 (3.3)

Proof. HomA (_,_) : PMod(A )op ×PMod(A )→ Ab is a bifunctor, such that if J is
injective, HomA (_,J ) is exact, and if P is projective (iff it is injective in PMod(A )op),
the functor HomA (P ,_) is exact.

0 0 0

0 0 HomA (P0,F) HomA (P1,F)

0 HomA (RS,J 0) HomA (P0,J 0) HomA (P1,J 0)

0 HomA (RS,J 1) HomA (P0,J 1) HomA (P1,J 1)

(3.4)

In this bicomplex, the vertical differential is given by dnv := dnJ ◦ _ for n ≥ 0 and d−1
v :=

ς ◦ _. Similarly, the horizontal differential is given by d•h := _ ◦ dP• for n ≥ 0 and
d−1
h = _◦ ε. Thus, based on the definitions of injective and projective objects, we ca infer

that all rows and columns are exact except for the first row and the first column.
This implies that the cohomology of the first row is isomorphic to the cohomology of the
first column, which is (3.3). We only quote the construction of the isomorphism, omitting
all the necessary verifications.
Let fk,−1 ∈ HomA (RS,J k) for some k ∈ N, which is a cocycle for the vertical differential,
i.e. dkJ ◦ fk,−1 = 0. Consider fk,0 := d−1

h (fk,−1): it is a cocycle for dv because dkv(fk,0) =
dh ◦ dv(fk,−1) = 0. Therefore, since the first column is exact, there exists an element
fk−1,0 ∈ HomA (P0,J k−1) such that dv(fk−1,0) = fk,0. We then move again to the right
along dh: fk−1,1 := d0h(fk−1,0) is again a cocycle w.r.t. the vertical differential, because
dv(d

0
h(fk−1,0)) = dh(fk,0) = dh(dh(fk,−1)) = 0. This allows us to find fk−2,1. Iterating this

argument results in a "ladder" path on the bicomplex (3.4), starting at the spot (k,−1)
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and arriving at (−1, k), as displayed in the following diagram

f−1,k 0

fk−1,0 fk,0 0

fk−1,1 0

f1,k−2 f2,k−2

f0,k−1 f1,k−1

fk,−1 fk,0 0

0 0

(3.5)

The element f−1,k ∈ HomA (Pk,F) is a cocycle w.r.t the horizontal differential, since

ς ◦ dh(f−1,k) = dh(f0,k) = df (dh(f0,k−1)) = 0. (3.6)

It is worth noting that f−1,k is not determined by fk,−1. Indeed, every time the row index
decreases, a choice has to be made. Therefore, fk,−1 7→ f−1,k is not even a function.
However, it can be verified that

Hk(HomA (RS,J •))
∼→ Hk(HomA (P•,F))

[fk,−1] 7→ [f−1,k]
(3.7)

is well defined and is an isomorphism of R-vector spaces.

It remains to find a projective resolution of RS that allows for explicit calculations with
cocycles. For this purpose we will use the unnormalized bar resolution, which is presented
in Appendix B.
Let Rp : S→ Rings be the presheaf which is constant at the ring (R,+, ·, 0, 1). For any
X ∈ Ob(S), we have a ring homomorphism R → AX , c 7→ c[⊤] that induces a structure
of R-algebra on AX . Moreover, A maps the morphisms in S to morphisms of R-algebras,
which means that the just defined ring homomorphisms join into a natural transformation
ι : Rp → A .
We now apply the construction in Example B.2 to the natural trasformation ι : Rp → A ,
obtaining a relatively free allowable resolution β•(RS) ↠ RS. In particular, for any n ≥ 0
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and any X ∈ Ob(S), we have

Bn(X) := βn(RS)(X) = AX⊗R(· · ·⊗R(AX⊗RR) . . . ) ≃ AX ⊗R · · · ⊗R AX ⊗R · · · ⊗R AX︸ ︷︷ ︸
n+1 times

.

(3.8)
And

∂n(X) : Bn(X) −→ Bn−1(X)

Y0 ⊗ . . . Yn 7−→
n∑
i=0

(−1)iY0 ⊗ Y1 ⊗ · · · ⊗ YiYi+1 ⊗ · · · ⊗ Yn.
(3.9)

Moreover, letting f : X → Y to be an arrow in S, we have Bn(f) = (A ⊗R _ ◦
□)n+1(RS)(f) = A (f) ⊗R · · · ⊗R A (f). The differentials are natural in X, as can be
seen through a simple check.

We will show that the functors Bn are free A -modules. We first recall the definition:

Definition 3.5. Let C be a small category. O : Cop → Rings is a presheaf of rings, and
G is a presheaf of sets with the same source. The free O-module on G is the functor

O[G] :Cop −→ Ab

X 7−→ OX [G(X)] :=
⊕

x∈G(X)

OX · x (3.10)

Each OX [G(X)] is clearly an OX-module. Given an arrow f : X → Y , O[G](f) is defined
as a path from the top left to the bottom right in the commutative square

OY [G(Y )] OY [G(X)]

OX [G(X)] OX [G(X)]

OY

Where the horizontal arrows are specified by the function G(f) on the bases, while the
vertical ones are induced canonically by the universal property of the coproduct in Ab.
The abelian presheaf just defined makes the diagram A.1 commutative, so it is actu-
ally a presheaf of O-modules. This construction yelds a functor O[ ] : Psh(C,Sets) →
PMod(O), because, given a natural transformation ζ : G → G ′, for any object X, there
is a unique OX-linear map O[ζ]X : OX [G(X)] → OX [G ′(X)], such that O[ζ]X([y]) =

[ζX(y)] ∀ y ∈ G(X). The naturality of O[ζ] follows from the naturality of ζ.
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For each n ∈ N0 there is a natural isomorphism Bn ≃ A [S n]14, whose X component is

Bn(X) ≃
n+1 times︷ ︸︸ ︷

AX ⊗R · · · ⊗R AX
⋆≃

⊕
Y1,...,Yn ∈SX

AX [Y1|Y2| . . . |Yn] ≃ AX [S
n
X ]

Y ⊗ Y1 ⊗ · · · ⊗ Yn 7−→ Y [Y1| . . . |Yn]

(3.11)

Remark 3.1. If n = 0, the functor S n becomes constant at {∗} and the isomorphism ⋆

still holds, in fact it turns into the identity map on AX . In this case we will replace the
notation AX [{∗}] with AX [ ]. Actually, what should be included in square brackets is an
element of R, since the starting A -module was RS, but because of R-linearity we have
omitted it.

By means of ⋆, the differental ∂n(X) : Bn(X)→ Bn−1(X) , for n > 1, takes the form

∂n(X)([Y1|Y2| . . . |Yn]) = Y1[Y2| . . . |Yn]+
n−1∑
k=1

(−)k[Y1| . . . |YkYk+1| . . . |Yn]+(−)n[Y1| . . . |Yn−1]

(3.12)
If n = 1 we have ∂1(X)([Y ]) = Y [ ] − [ ], and for n = 0, the augmentation morphism
εX : AX [ ]→ R is determined an the only AX-linear map such that ϵX([ ]) = 1.
Our aim now is to prove that B• is indeed a projective resolution of RS.

Proposition 3.2. Keep notations from the Definition 3.5. Let U : PMod(O)→ Psh(C,Sets)
be the forgetful functor. There is a free-forgetful adjunction O[ ] ⊣ U .

Proof. The adjunction in this proposition is built upon the free-forgetful adjunction be-
tween the categories of sets and of modules over a ring. Details are omitted .

Proposition 3.3. For each n ≥ 0, the presheaf Bn is a projective object in PMod(A ).

Proof. We have to show that for any diagram in PMod(A ) like

A [S n]

N M

α

σ

(3.13)

there exists a morphism α′ : A [S n] → N such that α = σ ◦ α′. Because of Proposition
3.2 it suffices to prove the existence of a map of presheaves ζ : S n → UN such that
ᾱ = Uσ ◦ζ. Indeed, provided such a ζ, we would have σ ◦ ζ̄ = Uσ ◦ ζ = ¯̄α = α and setting

14Here, with S n we mean the presheaf of sets defined by the rule X 7→ S n
X , and, on arrows, by

S n(f) = (f, f, . . . , f)
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α′ := ζ̄ the proof would be concluded.

A [S n]

N M

αζ̄

σ

(3.14)

Since for all X ∈ Ob(S) the function σX is surjective, we can construct functions ζX such
that σX ◦ζX = αX , but they don’t need to join in a natural transformation. But using the
additional properties of the category S as a conditional meet semilattice we can choose
functions that are compatible with restrictions. If n = 0, choose ζT (∗) ∈ σ−1

T (αT (∗)). For
any object X in S , exists a unique arrow τX : X → T . Defining ζX(∗) := N (τX)(ζT (∗))
we obtain a compatible family of UN i.e. an element of HomPsh({∗}15, UN ).
For n > 0, as above we define first ζT choosing an element ζT ((T, . . . , T )) ∈ σ−1

T (αT (T, . . . , T )).
Next, for any X ∈ Ob(S), we define ζX recursively:

ζX((Y1, Y2, . . . , Yn)) := ζ∏n
i=1 Yi

((Y1, Y2, . . . , Yn))

if the product is not isomorphic to X, otherwise we choose an element in
σ−1
X (αX(Y1, Y2, . . . , Yn)).

Let F be an A -module, the Proposition 3.3 implies that can we compute the groups
Ext•(RS,F) as the n-th cohomology groups of (HomA (B•,F), δ•). The differential of
this complex is given by precomposition with ∂, the differential of B. Explicitly, given
f ∈ HomA (Bn,F) and X in S

(δnf)X :[Y1| . . . |Yn+1] 7→ fX(∂n(X)([Y1| . . . |Yn+1)) =

Y1 · fX([Y2| . . . |Yn+1]) +
n∑
k=1

(−)kfX([Y1| . . . |YkYk+1|Yn+1]) + (−)n+1fX([Y1| . . . |Yn]).

(3.15)

Just to simplify notations, we will write fX [Y1| . . . |Yn] in place of fX([Y1| . . . |Yn]). The nat-
ural transformations in Cn(S,F) := HomA (Bn,F) are called n-cochains; the n-cocycles
are the elements of Ker(δn), denoted Zn(S,F); the group of n-coboundaries is the image
of δn−1 which is a subgroup of Zn(S,F) since δnδn−1 = 0. With these notations, we
find the familiar relation Hn(S,F) = Zn(S,F)/δn−1(Cn(S,F)). The A -module F in
question, is called presheaf of coefficients.
Let us conclude this section on information cohomology by presenting a property of funto-
riality in the category S of observables. This could draw an analogy between information
cohomology and other theories involving cohomology, such as the singular cohomology of

15if A is a set, we denote A the presheaf of sets constant at A
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a topological space. Moreover, the functoriality will allow us to state that probabilistic
information cohomology (Sec. 4) is invariant for equivalent information structures.

Proposition 3.4. Let ϕ : S→ S′ be a morphism of unital conditional meet semilattices.
Then is defined a morphism of presheaves of rings ϕ# : A → ϕpA ′, which induces a
functor ϕ∗ : PMod(A ′)→ PMod(A ). Moreover, ϕ# yields a chain map

Ψ• : HomA ′(B′
•,F ′)→ HomA (B•, ϕ∗F ′) (3.16)

and hence a map of graded vector spaces H•(Ψ) : H•(S′,F ′)→ H•(S, ϕ∗F ′).

Proof. Since ϕ preserves finite products, the functions SX → S ′
ϕ(X), Y 7→ ϕ(Y ) are

homomorphisms of monoids for all X ∈ Ob(S). They clearly define a natural transfor-
mation ϕ# : S → ϕpS ′, which uniquely determines a morphism of presheaves of rings
A → ϕpA ′, that we rename ϕ#. Now, given (F ′, µ′) an A ′-module, we consider the
A -module structure given by

ϕpA ′ × ϕpF ′ ϕpF ′

A × ϕpF ′

ϕp(µ′)

ϕ#×id (3.17)

This yields a functor ϕ∗ : PMod(A ′) → PMod(A ), because if α : (F ′, µ′) → (G ′, ν ′) is
A ′-linear, then it must be also A -linear.

A × ϕpF ′ ϕpA ′ × ϕpF ′ ϕpF ′

A × ϕpG ′ ϕpA ′ × ϕpG ′ ϕpG ′

ϕ#×id

id×ϕp(α)

ϕp(µ′)

id×ϕp(α) ϕp(α)

ϕ#×id ϕp(ν′)

(3.18)

Thus, applying ϕ∗ to the complex of A ′-modules B′
•, we get a complex in PMod(A ).

Let n ≥ 0. Having the morphisms AX → A ′
ϕ(X) and SX → S ′

ϕ(X) it is natural to define
Φn
X : Bn(X)→ B′

n(ϕ(X)) as the unique AX-linear map such that

AX [S
n
X ] −→ A ′

X [S
′n
ϕ(X)]

[Y1| . . . |Yn] −→ [ϕ(Y1)| . . . |ϕ(Yn)].
(3.19)

These maps are clearly compatible with restriction morphisms. Thus we can consider, for
any n ∈ N, the natural transformation Φn : Bn → ϕ∗(B′

n), which turns out to be also
A -linear. We now claim that the just defined Φ• is a chain map. We check this on a
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generic X, let n > 1,

Φn−1
X ◦ ∂n(X)([Y1| . . . |Yn]) = Φn−1

X (Y1[Y2| . . . |Yn]+

+
n−1∑
k=1

(−)k[Y1| . . . |YkYk+1| . . . |Yn] + (−)n[Y1| . . . |Yn−1])

= ϕ(Y1)[ϕ(Y2| . . . |ϕ(Yn)]+

+
n−1∑
k=1

(−)k[ϕ(Y1)| . . . |ϕ(YkYk+1)| . . . |ϕ(Yn)] + (−)n[ϕ(Y1)| . . . |ϕ(Yn−1)]

= ϕ∗∂
′
n(X)(Φn

X([Y1| . . . |Yn])).
(3.20)

We now define for each n ≥ 0

Ψn : HomA ′(B′
n,F ′) −→ HomA (Bn, ϕ∗F ′)

f ′ 7−→ ϕ∗(f
′) ◦ Φn.

(3.21)

These homomorphisms of abelian groups commute with the differential δ•, as can be seen
from

Ψn+1(δ
′n(f ′)) = ϕ∗(δ

′n(f ′)) ◦ Φn+1 = ϕ∗(f
′) ◦ ϕ∗(∂

′
n+1) ◦ Φn+1

= ϕ∗(f
′) ◦ Φn ◦ (∂n+1) = δn(Ψn(f

′)).
(3.22)

It is known that any cochain map induces a morphism of graded vector spaces in coho-
mology, therefore we conclude the proof considering the one induced by Ψ•

4 Probabilistic Information Cohomology

In this section we construct a family of presheaves indexed by a positive parameter α, and
then we focus on information cohomology with coefficients in these presheaves. Within
this framework the α-entropies arise as the only possible 1-cocycles.
We begin introducing the probabilities as a covariant functor on a finite information
structure. By the way, all information structures throughout this section are supposed to
be finite.

Definition 4.1. Let (S,E ) be an information structure. P : S → Sets is the functor
that associates to each X ∈ Ob(S) the set

P(X) :=
{
P : EX → [0, 1] |

∑
x∈EX

P (x) = 1
}

(4.1)

of all probability laws on EX . And to each arrow φ : X → Y associates the marginalization
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of probabilities performed with respect to E (f). This means that P(f) : P 7→ P (E (f)−1(·))
or equivalently

∀P ∈P(X), ∀ y ∈ EY P(f)(P )(y) =
∑

x∈E (f)−1(y)

P (x). (4.2)

Sometimes we will write Y∗P in place of P(f)(P )

Let us fix some preliminary notations. Consider any arrow f : X → Y in S, P ∈P(X) and
y ∈ EY . We will adopt the notation P (Y = y) = P ({Y = y}) := P (E (f)−1(y)), which is
very common in probability theory. Similarly, given a diagram Y

f←− X
g−→ Z, the with the

expression P (Y = y, Z = z) = P ({Y = y}∩{Z = z}) we mean P (E (f)−1(y)∩E (g)−1(z)),
which is also equal to P (E (⟨f, g⟩)−1(ω(y, z))), where ω(y, z) is the unique element of EY Z
mapped to (y, z) by the canonical injection of Definition 2.2.
Furthermore, if A ⊆ EX is a subset such that P (A) > 0, the conditional law P|A ∈P(X)

is defined by

P|A(x) =
P (A ∩ {x})

P (A)
(4.3)

The two conventions explained above may be combined, e.g. if P (Y = y) > 0, we have

P|Y=y(x) =
P ({Y = y} ∩ {x})

P (Y = y)
=

{
P (x)/P (Y = y) x ∈ E (f)−1(y)

0 x /∈ E (f)−1(y).
(4.4)

We remark that conditioning commutes with marginalization, meaning that for any dia-
gram like X f−→ Y

h−→ Z, and given any probability law P on EX , we have

(Y∗P )|Z=z(y) =
Y∗P ({Z = z} ∩ {y})

Y∗P (Z = z)
=
P (E (f)−1(E (h)−1(z) ∩ {y}))

P (E (f)−1(E (h)−1(z)))

=
P (E (h ◦ f)−1(z) ∩ E (f)−1(y))

P (Z = z)
= Y∗(P|Z=z)

(4.5)

for all y ∈ EY and z ∈ EZ .

Definition 4.2. An adapted probability functor Q on an information structure (S,E ) is
a subfunctor of P that is stable under conditioning. This means that whenever there is
an arrow f : X → Y in S, for any P ∈ Q(X), and every y ∈ EY such that P (Y = y) > 0,
the conditional probability P|Y=y belongs to Q(X).

Remark 4.1. The set of all probabilities on a finite set of n elements is in bijection with
the n− 1-dimensional standard simplex

∆n−1 =

{
(c1, c2, . . . , cn) ∈ Rn|

n∑
i=1

ci = 1 and ci ≥ 0 ∀ i : 1, . . . , n

}
⊂ Rn. (4.6)
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Thus, it can be identified with a closed subspace of Rn equipped with the usual topology,
and inherits from (Rn,BRn)16 the structure of a measurable space. In this way, for any
object X of a finite information structure, P(X) becomes a measurable space, as well as
Q(X) for any probability functor Q.
Moreover, if for all X ∈ Ob(S), the set Q(X) is a simplicial subcomplex17 of P(X),
then Q is adpted. To see this, take P ∈ Q(X), and let (x1, x2, . . . , xn) be the simplex of
smallest dimension in which P is contained. Given f : X → Y , for any y ∈ EY , the law
P|Y=y belongs to the boundary of (x1, x2, . . . , xn), unless E (f)−1(y) = EX , but in this case
we would have P = P|Y=y. Thus, since Q(X) is itself a simplicial complex, P|Y=y ∈ Q(X).

Consider a finite information structure (S,E ) and an adapted probability functor defined
on it, say Q. Because of to the previous remark, for any X in S, we are allowed to
consider the set HomMeas(Q(X),R). Is possible to endow this set with a structure of
R-vector space, such that the operations are defined pointwise, using the operations in R.

(v1 + v2)(P ) := v1(P ) + v2(P ) v1, v2 ∈ HomMeas(Q(X),R), P ∈ Q(X) (4.7)

(r · v)(P ) := rv(P ) v ∈ HomMeas(Q,R), r ∈ R

Now let α be a positive real number, we give to the vector space HomMeas(Q(X),R) an
AX-module structure depending on the parameter α. First, we assign to each Y ∈ SX an
endomorphism Y. ∈ End(HomMeas(Q(X),R)), which operates in the following manner:

Y. : v 7→ Y.v, Y.v : P 7→
∑
y∈EY

P (Y=y)̸=0

P (Y = y)αv(P|Y=y) (4.8)

It can be readily verified that Y. is R-linear. Another aspect to verify is whether Y.v
is measurable, a fact that becomes evident once we demonstrate the measurability of
P 7→ P|Y=y for every y ∈ EY . To see this, consider P as a point (p1, p2, . . . , pn), where
n = |EX | and name f the function that testifies to Y ∈ AX . Conditioning with respect to
{Y = y} maps (p1, p2, . . . , pn) to the point whose i-th component is: pi

P (Y=y)
if E (f)(xi) =

y; otherwise is zero. This function is certainly measurable because it is rational in the
variables p1, p2, . . . , pn.

Proposition 4.1. Suppose given a finite information structure (S,E ) together with an
adapted probability functor Q : S→Meas. Then, for any X ∈ Ob(S), the function

SX −→ End(HomMeas(Q,R))
Y 7−→ Y.(·)

(4.9)

is a morphism of monoids for all the possible values of the parameter α.
16We refer to the Borel σ-algebra
17Let X be a simplicial complex [6]. A simplicial subcomplex of X is a simplicial complex made up of

simplices that belong to X.
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Proof. Observe first that ⊤.(·) = id, in fact ∀ v ∈ HomMeas(Q(X),R) it holds that

⊤.v(P ) = P (⊤ = {∗})αv(P|⊤={∗}) = v(P ) ∀P ∈ Q(X). (4.10)

Now, pick Y, Z ∈ SX . Then there is a diagram like Y f←− X
g−→ Z. We have to show that

(Y Z).(·) = Y. ◦ Z.(·) as functions on HomMeas(Q(X),R). Let P and v vary as above,

(Y Z).v(P ) =
∑

(y,z)∈EY Z

P (Y=y,Z=z)̸=0

P (Y = y, Z = z)αv(P|Y Z=(y,z))

1)
=

∑
y∈EY

P (Y=y)̸=0

∑
z∈EZ

P|Y =y({Z=z})̸=0

P (Y = y)αP|Y=y({Z = z})αv(P|Y Z=(y,z))

2)
=

∑
y∈EY

P (Y=y)̸=0

∑
z∈EZ

P|Y =y({Z=z})̸=0

P (Y = y)αP|Y=y({Z = z})αv((P|Y=y)|Z=z)

=
∑
y∈EY

P (Y=y)̸=0

P (Y = y)αZ.v(P|Y=y)

= Y.(Z.v)(P )

(4.11)

In 1) we used the familiar relation P (Y = y, Z = z) = P (Y = y)P|Y=y({Z = z})
deduced directly from the definition of conditional probability. For 2), just note that
P (Y = y, Z = z) ̸= 0 implies that P|Y=y({Z = z}) ̸= 0 and P (Y = y) ̸= 0, and in this
case, for every B ⊂ EX , we have

P|Y Z=(y,z)(B) =
P (B ∩ {Y = y} ∩ {Z = z})
P ({Y = y} ∩ {Z = z})

=
P|Y=y(B ∩ {Z = z})
P|Y=y({Z = z})

= (P|Y=y)|Z=z(B).

(4.12)
This concludes the proof.

Extending by R-linearity the homomorphism of Proposition 4.1, we obtain an homo-
morphism of R-algebras AX → End(HomMeas(Q(X),R)). This yields the stucture of
AX-module we were looking for. The AX-module HomMeas(Q(X),R) will be denoted by
Fα(X) or Fα(QX), to underline the dependence on the probability functor.

Definition 4.3. Let (S,E ) be a finite information structure together with an adapted
probability functor Q : S → Meas. For each α > 0, Fα = Fα(Q) is the presheaf of
A -modules defined by X 7→ Fα(X) on objects, and such that Fα(f) = _ ◦Q(f) for any
arrow f : X → Y in S.
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The maps _ ◦Q(f) are R-linear, as we can see by a direct verification

(r1v1 + r2v2) ◦Q(f)(P ) = (r1v1 + r2v2)(Y∗P )

= r1v1(Y∗P ) + r2v2(Y∗P )

= r1v1 ◦Q(f)(P ) + r2v2 ◦Q(f)(P ),

(4.13)

where r1, r2 ∈ R, v1, v2 ∈ Fα(X), P ∈ Q(X).
To ensure that Fα fulfills the definition A.1, we must check the commutativity of all the
squares like

AY ×Fα(Y ) Fα(Y )

AX ×Fα(X) Fα(X)

A (f)×Fα(f) Fα(f) (4.14)

Take (Z,w) in the top left object, and P ∈ Q(X).

Z.w(Q(f)(P )) =
∑
z∈EZ

Y∗P (Z=z)̸=0

Y∗P (Z = z)αw((Y∗P )|Z=z)

4.5
=

∑
z∈EZ

P (Z=z)̸=0

P (Z = z)αw(Q(f)(P|Z=z)) = Z.(w ◦Q(f))(P ).
(4.15)

Definition 4.4. The probabilistic information cohomology of (S,E ) with respect to the
adapted probability functor Q : S→ Sets and the parameter α is H•(S,Fα(Q)).

Recall that H•(S,Fα(Q)) is the cohomology of the complex

C•(S,Fα(Q)) := (HomA (B•,Fα(Q)), δ•). (4.16)

We will describe explicitly the cocycles of this complex and, under suitable assumptions
we will compute the first cohomology group.
However, before doing that, let us revisit the discussion of section 3 about the functoriality
in S of information cohomology, specializing it to the case of probabilistic information
cohomology.
Consider a morphism (ϕ, ϕ̂) : (S,E ) → (S′,E ′) in InfoStr together with two adapted
probability functors Q,Q′, each defined respectively over S and S′. Let X be a generic
object in S; using ϕ̂X , a probability law on EX uniquely determines a probability law on
E ′
ϕ(X) through marginalization. We will call this operation external marginalization, in

contrast to the term internal marginalization, which we will use to indicate the restriction
morphisms of probability functors on an information structure. We remark that it is
not guaranteed that if P ∈ Q(X) then the marginalized Pϕ̂−1

X belongs to Q′(X), but
assuming this yields a function P(ϕ̂X) : Q(X)→ ϕ∗Q′(X).
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The notation P(ϕ̂X) can be misleading since in 4.1 we defined P as a functor on S.
However, in general, we can define the functor P : Setsfin → Meas which associates
to each finite set A the simplex of all probabilities on A. Given g : A → B a function,
P(g) is defined to be the marginalization of probabilities performed with respect to g as
in definition 4.1. Then, provided A = {a1, a2, . . . , an} and B = {b1, b2, . . . , bm}, we have

P(g) : (p1, . . . , pn) 7→
( ∑

ai∈A
g(ai)=b1

pi, . . . ,
∑
ai∈A

g(ai)=bm

pi

)
(4.17)

From this explicit expression of P(g) as a function of the variables p1, . . . , pn, it becomes
evident that P(g) is measurable. So when we write P(ϕ̂X), we are actually referring to
the measurable map obtained by applying the functor P : Setsfin →Meas to ϕ̂X .
Let f : X → Y be any arrow in S, the following square

Q(X) Q′(ϕ(X))

Q(Y ) Q′(ϕ(Y ))

Q(f)

P(ϕ̂X)

Q′(ϕ(f))

P(ϕ̂Y )

(4.18)

is commutative because the naturality of ϕ̂ entails

P (E f)−1 ϕ̂−1
Y = Pϕ̂−1

X (E ′ϕ(f))
−1 ∀P ∈ Q(X). (4.19)

Then, provided that P(ϕ̂X)(QX) ⊂ Q′
X for each X ∈ Ob(S), the maps

(
P(ϕ̂X)

)
X∈Ob(S)

join into a natural transformation Q → ϕ∗Q′. The commutativity of the square (4.18)
also shows that the operations of external and internal marginalization commute with
each other.
Applying the functor HomMeas(_,R) : Meas→ModR

18 to the maps P(ϕ̂X), we obtain
a map of presheaves of R-modules Θ : HomMeas(ϕ

∗Q′,R) → HomMeas(Q,R), whose X
component is

ΘX : HomMeas(Q
′(ϕ(X)),R) −→ HomMeas(Q(X),R)

v′ 7−→ v′ ◦P(ϕ̂X)
(4.20)

As we will see in the next proposition, under certain assumptions on ϕ̂ and on the prob-
ability functors, Θ turns out to be A -linear and allows us to define a map of graded
vector spaces between the information cohomology of S with coefficients in Fα(Q) and
the information cohomology of S′ with coefficients in Fα(Q′), for each α > 0.

Proposition 4.2. Let (ϕ, ϕ̂) : (S,E ) → (S′,E ′) a morphism of information structures.
18ModR is the category of R-modules and R-linear functions
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Let Q (resp. Q′) be an adapted probability functor on S (resp S’). Suppose that

1. for all X ∈ Ob(S), the map ϕ̂X is a bijection,

2. for all X ∈ Ob(S) and all P ∈ Q(X), the law P(ϕ̂X)(P ) belongs to Q′(X).

Then, for every α > 0 there exists a cochain map

Γ• :
(
C•(S′,Fα(Q

′)), δ
)
→
(
C•(S,Fα(Q))

)
(4.21)

such that the image of f ′ ∈ C•(S′,Fα(Q′)) is given by

(Γnf ′)X [Y1| . . . |Yn](P ) := f ′
ϕ(X)[ϕ(Y1)| . . . |ϕ(Yn)](Pϕ̂−1

X ) (4.22)

This cochain map induces a morphism of graded vector spaces in cohomology

Γ• : H•(S′,Fα(Q
′))→ H•(S,Fα(Q)) (4.23)

Proof. Fix α > 0. We refer to the notations of Proposition 3.4, specialized to the case
F ′ := Fα(Q′). Recall that we have the chain maps Φn : B → ϕ∗B′ and Ψ•, whose n-th
graded is

Ψn : HomA ′(B′
n,Fα(Q

′)) −→ HomA (Bn, ϕ∗Fα(Q
′))

f ′ 7−→ ϕ∗(f
′) ◦ Φn.

(4.24)

Once we have shown that Θ is A -linear, we can just post-compose Ψn(f
′) with Θ to

obtain a morphism of A -modules Bn → Fα(Q). Notice that indeed ϕ∗Fα(Q′) and
HomMeas(ϕ

∗Q′,R) coincide as abelian presheaves.
Therefore, we need to prove that the square A.1 with reference to Θ : ϕ∗Fα(Q′) →
Fα(Q), is commutative. This holds true if and only if for any object X in S,

Y.(v′ ◦P(ϕ̂X)) = (ϕ(Y ).v′) ◦P(ϕ̂X) ∀ v′ ∈ Fα(Q
′), ∀Y ∈ SX . (4.25)

Let f : X → Y be the arrow that makes Y an element of SX , and pick any P ∈ Q(X).
Since all the components of ϕ̂ are assumed to be bijective, ϕ̂−1

Y (y′) is an element of EY ,
for all y′ ∈ E ′

Y . In this case the equation (4.19) implies

P (Y = ϕ̂−1
Y (y′)) = Pϕ̂−1

X ({ϕ(Y ) = y′}) ∀ y′ ∈ E ′
Y , (4.26)
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which in turn implies

(Pϕ̂−1
X )|ϕ(Y )=ϕ̂Y (y)(x

′) =
P (ϕ̂−1

X (x′) ∩ ϕ̂−1
X (E ′ϕ(f)−1(ϕ̂Y (y)))

Pϕ̂−1
X (ϕ(Y ) = ϕ̂Y (y))

=
P (ϕ̂−1

X (x′)) ∩ E (f)−1(y)

P (Y = y)

= P|Y=y(ϕ̂
−1
X (x′)) ∀ y ∈ EY ∀x′ ∈ E ′

ϕ(X).

(4.27)

These observation entails

Y.(v′ ◦P(ϕ̂X))(P ) =
∑
y∈EY

P (Y=y) ̸=0

P (Y = y)v′(P|Y=yϕ̂
−1
X )

4.26
=
4.27

∑
y∈EY

P (Y=y)̸=0

Pϕ̂−1
X (ϕ(Y ) = ϕ̂Y (y))v

′((Pϕ̂−1
X )|ϕ(Y )=ϕ̂Y (y))

y′:=ϕ̂Y (y)
=

∑
y′∈E ′

ϕ(Y )

Pϕ̂−1
X (ϕ(Y )=y′ )̸=0

Pϕ̂−1
X ({ϕ(Y ) = y′})v′((Pϕ̂−1

X )|ϕ(Y )=y′) = (ϕ(Y ).v′)(Pϕ̂−1
X )

(4.28)

and thus 4.25 is proved. We are now allowed to define

Γn : HomA ′(B′
n,Fα(Q

′)) −→ HomA (Bn,Fα(Q))

f ′ 7−→ Θ ◦ ϕ∗(f
′) ◦ Φn = Θ ◦Ψ(f ′),

(4.29)

which is in agreement with (4.22). In fact(
ΘX ◦ ϕ∗(f

′)X ◦ Φn
X([Y1| . . . |Yn])

)
(P ) = ΘX(f

′
ϕ(X)[ϕ(Y1)| . . . |ϕ(Yn)])(P )

= f ′
ϕ(X)[ϕ(Y1)| . . . |ϕ(Yn)](Pϕ̂−1

X )
(4.30)

just using the the definitions of the objects involved. Observe that Γ• is a cochain map
because Ψ• is. This concludes the proof as in Proposition 3.4.

The next corollary states that the probabilistic information cohomology is invariant for
equivalent information structures.

Corollary 4.1. If (ϕ, ϕ̂) : (S,E )→ (S′,E ′) is an isomorphism in InfoStr and for every
X ∈ Ob(S), the map P(ϕ̂X) : Q(X)→ Q′(ϕ(X)) is surjective, then Γ• is an isomorphism
of cochain complexes.

Proof. There exists a morphism (ϕ−1, ˆϕ−1) : S′ → S such that

ϕ ◦ ϕ−1 = 1S′ ϕ−1 ◦ ϕ = 1S

ϕ∗( ˆϕ−1) ◦ ϕ̂ = idE

(
ϕ−1
)∗

(ϕ̂) ◦ ˆϕ−1 = idE ′
(4.31)
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Thus, for any X in S we have ˆϕ−1
ϕ(X) ◦ ϕ̂X = idEX

and ϕ̂X ◦ ˆϕ−1
ϕ(X) = idE ′

ϕ(X)
. This

implies that all ϕ̂X are bijective, but also all ˆϕ−1
X′ for X ′ ∈ Ob(S′) are bijective, since ϕ is

bijective as a function between the object of S and those of S′. Therefore, we can apply the
previous Proposition 4.2 to both ϕ and ϕ−1, so as to find two cochain maps Γ• and −1Γ•.
We still have to verify that these two maps are inverses of each other. Before proceeding
with the proof, we note that the map P(ϕ̂X) : QX → Q′

ϕ(X) is actually bijective: it
is surjective by assumption, and it is injective because marginalizing a probability with
respect to a bijective function (like ϕ̂X) does not change the law but only the names of
possible outcomes. Therefore, Pϕ̂−1

X uniquely determines P .
Now take any n ∈ N0 and any f ′ ∈ HomA ′(B′

n,Fα(Q′));(
(−1Γ)nΓnf ′)

ϕ(X)
[ϕ(Y1)| . . . |ϕ(Yn)](Pϕ̂−1

X ) =

= (Γnf ′)ϕ−1(ϕ(X)) [ϕ
−1ϕ(Y1)| . . . |ϕ−1ϕ(Yn)](Pϕ̂

−1
X

ˆϕ−1
−1

X )

= (Γnf ′)X [Y1| . . . |Yn](P )
= f ′

ϕ(X)[ϕ(Y1)| . . . |ϕ(Yn)](Pϕ̂−1
X )

(4.32)

∀ X ∈ Ob(S) ∀ (Y1, . . . , Yn) ∈ S n
X ∀ P ∈ Q(X)

Since both ϕ : Ob(S)→ Ob(S′) and P(ϕ̂X) are bijective, the quantifiers onX, (Y1, . . . , Yn),
and P in (4.32) work as if they were quantifiers on X ′ ∈ Ob(S′), (Y1, . . . , Yn) ∈ S ′

X′
n and

P ′ ∈ Q′(X ′) respectively. Hence (4.32) shows that −1Γ• ◦Γ• = id. The other equality can
be proven analogously.

4.1 H0(S,Fα)

Let (S,E ) be a finite information structure equipped with an adapted probability functor
Q : S→Meas.
A 0-cochain of C•(S,Fα(Q)) is a map of A -modules f : A [ ] → Fα(Q). As we saw in
Proposition 3.3, such a map is uniquely determined by a morphism of presheaves of sets
f : {[ ]} → U ◦Fα(Q), where U denotes the forgetful functor. So it can be viewed as a
compatible family (fX [ ])X∈Ob(S) ∈ limS U ◦Fα(Q), and since S admits a terminal object
⊤, the whole family is determined by f⊤[ ].

X
τX−→ ⊤, fX [ ](P ) = f⊤[ ](Q(τX)(P )) = f⊤[ ](1) := K ∈ R ∀P ∈ QX , (4.33)

where 1 indicates the only possible probability law on the set E⊤ = {∗}. The constant
K is independent of both X and P , and fully specifies the 0-cochain f . This implies the
existence of an isomorphism of abelian groups

C0(S,Fα(Q)) ≃ (R,+, 0) ∀α > 0 (4.34)
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A 0-cochain f , represented by the constant K according to (4.34), is a 0-cocycle if δ0(f) =
f ◦ ∂1 = 0. Let X be an object of S, we compute the value δ0(f)X on P ∈ QX :

(fX ◦ ∂1(X))[Y ](P ) = fX(Y [ ]− [ ])(P )

= Y.fX([ ])(P )− fX [ ](P )

=
∑
y∈EY

P (Y = y)αfX [ ](P|Y=y) −K

= K

(∑
y∈EY

P (Y = y)α − 1

)
Y ∈ SX , P ∈ Q

(4.35)

If α = 1, then ∀ X ∈ Ob(S), ∀ Y ∈ SX , ∀ P ∈ Q we have
(∑

y∈EY
P (Y = y)α − 1

)
= 0,

so the last term in (4.35) vanishes with K free to vary in R, or equivalently δ0(f) = 0

for any 0-cochain f . This can be expressed also as H0(S,F1(Q)) = Z0(S,F1(Q)) =

C0(S,F1(Q)).
In the case of α ̸= 1, we have to distinguish between two cases:
-if the probability functor satisfies

∃X ∈ Ob(S) ,∃ p ∈ Q(X) that is not an atomic probability (4.36)

then for such a p, it holds that
(∑

x∈EX
p(X = x)α − 1

)
̸= 0. This implies that δ0(f)X

vanishes if and only if K = 0. Hence in this case Z0(S,F1(Q)) = 0.
-However if Q does not satisfies (4.36), we obtain again

(∑
y∈EY

P (Y = y)α − 1
)

= 0

independent of X ∈ Ob(S), Y ∈ SX , P ∈ Q. Whence we conclude as before that
Z0(S,F1(Q)) = C0(S,F1(Q)). This may be considered a degenerate case, but the
definitions we provided do not forbid it.

4.2 1-cocycles

Keeping the same setting of the previous subsection, the 1-cochain are the elements of
HomA (B1,Fα(Q)). According to Proposition 3.2. a 1-cochain f is in 1:1 correspondence
with the map of presheaves of sets S → U ◦ Fα(Q) obtained by restricting f to S .
Moreover, the naturality of f implies that for any diagram like X → Y → Z in S the
equality

fX [Z](P ) = fY [Z](Y∗P ) ∀P ∈ Q(X) (4.37)

holds. Using (4.37), we see that the map fY [Y ] fully specifies the map fX [Y ] any time
there is an arrow X → Y is S. For this reason we will often adopt the notation f [Y ] :=

fY [Y ]. Note that f is uniquely determined by the collection of measurable functions
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(f [X])X∈Ob(S), which is clearly determined by f itself. This defines a bijection

C1(S,Fα(Q)) ≃
∏

X∈Ob(s)

Fα(Q(X)). (4.38)

The α-entropy can be used to define an element of C1(S,Fα(Q)).

Definition 4.5. Given α > 0, we define Sα : B1 → Fα to be the 1-cochain such that

∀X ∈ Ob(S), ∀P ∈ Q(X) Sα[X](P ) := Sα(P ) (4.39)

This particular type of 1-cochains will play a crucial role in this section. A first instance
of this claim is given by the structure of the 1-coboundaries. In the previous subsection
we saw that if α = 1 all 0-cochains are also cocycles, thus δ0C0(S,F1(Q)) = 0. The same
happens if Q contains only atomic probabilities. Otherwise, named K the 0-cochain such
that KT [ ](1) = K ∈ R, we proved that

(
δ0(K)

)
[Y ] : P 7→ K

(∑
y∈EY

P (Y = y)α − 1

)
= KSα(P ) Y ∈ Ob(S), (4.40)

which means that δ0(K) = K · Sα as 1-cochains. Therefore, we have δ0C0(S,Fα(Q)) =

R ·Sα ≃ R, i.e. the real vector space of the 1-coboundaries is 1-dimensional and generated
by Sα.
As for 1-cocycles, we consider f ∈ C0(S,Fα(Q)) and compute the X component of δ0(f)(

δ1(f)
)
X
[Y |Z] = fX (Y [Z]− [Y Z] + [Y ]) =

Y.fX [Z]− fX [Y Z] + fX [Y ] ∀Y, Z ∈ SX .
(4.41)

The 1-cochain f belongs to Ker(δ1) if and only if for any object X in S, (δ1(f))X = 0.
Representing f as an element of

∏
X∈Ob(s) Fα(Q(X)), the cocycle condition becomes

∀X, Y ∈ Ob(S) such that the product XY exists

f [X] +X.f [Y ] = f [XY ] = f [Y ] + Y.f [X]
(4.42)

The symmetry of the equation is due to the fact that the product in SXY is commutative.

Proposition 4.3. Let f ∈ Z1(S,Fα(Q)), then for any X ∈ Ob(S) it holds that

f [X](δx) = 0 ∀x ∈ EX . (4.43)

Where δx denotes the atomic probability with support in {x}.
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Proof. From the cocycle condition (4.42) we obtain

f [X] = f [X ·X] = X.f [X] + f [X] =⇒ X.f [X] = 0. (4.44)

On the other hand X.f [X](δx) = f [X](δx) because x is the only element of EX such that
δx(X = x) ̸= 0. Hence (4.43) follows.

Observe that for everyX ∈ Ob(S) such that EX is a singleton, we can apply the proposition
and conclude that f [X] ≡ 0 for all 1-coycles, since the only possible probability law on
EX is atomic.

Example 4.1. We consider a very simple information structure

S :

⊥ ⊤

{a, b} {∗}

τ

E E

E (τ)

(4.45)

In this example, we consider the probabilistic information cohomology constructed using
the probability functor P : S → Meas. In this setting, a 1-cocycle f is determined by
the measurable function f [⊥] : P({a, b}) → R, in fact f [⊤] ≡ 0 by Proposition 4.43.
Being f a cocycle, f [⊥] must satisfy the equation ⊥ .f [⊥] ≡ 0 which holds if and only
if f [⊥](0, 1) = 0 = f [⊥](1, 0). Note that (1, 0) and (0, 1) are the atomic probabilities
with support respectively in {a} and {b}. All the other relations derived by the cocycle
condition become tautological. Therefore, f [⊥] is free to vary among the measurable
functions between ∆(1) = {(pa, pb) ∈ R2|pa + pb = 1} and the real number. This means
that there is an isomorphism of R-vector spaces Z1(S,Fα(P)) ≃ HomMeas(∆(1),R).
Then

H1(S,Fα(P)) ≃ HomMeas(∆(1),R)
R · Sα

(4.46)

is an infinite dimensional vector space, since HomMeas(∆(1),R) is.

Proposition 4.4. Let (S,E ) be a finite information structure and let Q : S → Meas

be an adapted probability functor. Then for any positive real number α, the 1-cochain Sα
(def.4.5) is a cocycle.

Proof. Consider a generic diagram in S of the form X
πX←− XY

πY−→ Y . The cocycle
condition reads Sα[XY ] = Sα[Y ] + Y.Sα[X] which means that, for any P ∈ Q(XY ),

Sα(P ) = Sα(Y∗P ) +
∑
y∈EY

P (Y = y)Sα(X∗(P|Y=y)). (4.47)

This equation holds because it is exactly the chain rule of α-entropy.
However, if α ̸= 1, this proposition follows immediately because Sα is even a 1-coboundary
(4.40).
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Example 4.2. Here is another simple but much more interesting example. Let (S,E ) be
the information structure pictured as

S :

X

XY ⊤

Y

τXπX

πY τY

(4.48)

We set EX = EY := {0, 1} and EXY := {(0, 0), (1, 0), (0, 1)}; the restriction morphisms
are defined to be the projections from the cartesian product. As in the previous ex-
ample, we take P : S → Meas as the adapted probability functor. Consider now
f ∈ Z1(S,Fα(P)), the equation (4.42) implies that

∀(p1, p2, p3) ∈ R3 such that p1 + p2 + p3 = 1,

X.fXY [Y ](p1, p2, p3) + f [X](p1 + p3, p2) = Y.fXY [X](p1, p3, p2) + f [Y ](p1 + p2, p3),

(4.49)

where the triple (p1, p2, p3) represents the probability distribution P on EXY such that
P ({(0, 0)}) = p1, P ({(1, 0)}) = p2 and P ({(0, 1)}) = p3. Following this notation, the
marginalized probabilities are represented as P(πX)(P ) = X∗P = (p1 + p3, p2) and
P(πY )(P ) = Y∗P = (p1 + p2, p3). Similarly, we can compute the triples representing
the conditioned probabilities which appear in equation (4.49) because of the action of A

on Fα. Note that P|X=1 = (0, 1, 0) and P|Y=1 = (0, 0, 1) are atomic, thus we know, by
Proposition 4.43, that both fXY [X](P|Y=1) and fXY [Y ](P|X=1) are equal to 0. Further-
more, whenever P is an atomic probability, the equation (4.49) results trivially satisfied.
Assuming this is not the case, i.e assuming there is no pi = 1 for i : 1, 2, 3, the equation
(4.49) becomes

(p1 + p3)
αf [Y ](

p1
p1 + p3

,
p3

p1 + p3
) + f [X](p1 + p3, p2)

= (p1 + p2)
αf [X](

p1
p1 + p2

,
p2

p1 + p2
) + f [Y ](p1 + p2, p3).

(4.50)

Observe that setting p1 = 0 in the last equation, we obtain

f [X](p3, p2) = f [Y ](p2, p3) with p3 = 1− p2. (4.51)

Therefore, defining the measurable function u : [0, 1) → R by u(p) := f [X](p, 1 − p),
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equation (4.51) implies that f [Y ](p, 1− p) = u(1− p) and (4.50) becomes

∀ (p2, p3) ∈ [0, 1)2 ; such that p2 + p3 ∈ [0, 1]

(1− p2)αu
(

p3
1− p2

)
+ u(1− p2) = (1− p3)αu

(
1− p2 − p3

1− p3

)
+ u(p3)

(4.52)

The equation (4.52) is strictly related with the so called "fundamental equation of infor-
mation theory"(FEITH). In the next subsection we will prove that the only measurable
solution of (4.52) is the α-entropy, following the proofs in [12] and [7] for the case α = 1,
and in [3] for α ̸= 1.

4.3 Functional equation

This entire subsection is devoted to solving the functional equation displayed in the next
theorem.

Theorem 4.1. Let α > 0 and u : [0, 1]→ R be a measurable19 function which satisfies

∀ (x, y) ∈ [0, 1)2 such that x+ y ∈ [0, 1]

u(1− x) + (1− x)αu
(

y

1− x

)
= u(y) + (1− y)αu

(
1− x− y
1− y

) (4.53)

Then exists a real number λ such that ∀x ∈ [0, 1],

u(x) =

{
λ (−x log2(x)− (1− x) log2(1− x)) = λS1(x, 1− x) if α = 1

λ
(

1
1−α (x

α + (1− x)α − 1)
)
= λSα(x, 1− x) if α ̸= 1

(4.54)

With the conventions 0 log2 0 := limx→0 x log2 x = 0

The proof is based on the two propositions presented below, and each of them is achieved
through several steps and lemmas.

Proposition 4.5 (Regularity). Any measurable solution of (4.53) belongs to C∞((0, 1)).

We start the proof of this first proposition with the following

Lemma 4.1. Any measurable solution of (4.53) is locally bounded 20 on (0, 1).

Proof. Let y0 ∈ (0, 1), we are going to prove that

∃N = N(y0) ∈ N, ∃ U ∋ y0 and U
◦
⊂ (0, 1) s.t. ∀ y ∈ U ∃x = x(y) ∈ (0, 1) s.t.

1− x, y

1− x
,
1− x− y
1− y

∈ u−1([−N,N ]).
(4.55)

19Measurable with respect to the Lebesgue measure on R and on [0, 1)
20A function u : (0, 1) → R is called locally bounded if for every x ∈ (0, 1), there exists an open

neighborhood U of x such that u is bounded on U . This is equivalent to saying that u is bounded on
every compact subset of (0, 1).
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This would imply that u is locally bounded, because, using (4.53), we would have

|u(y)| ≤ |u( y

1− x
)|+ |u(1− x)|+ |u(1− x− y

1− y
)| ≤ 3N ∀ y ∈ U (4.56)

From now on, we will denote the Lebesgue measure by µ.
Let An := u−1([−n, n]); since u is measurable, {An}n∈N is a sequence of measurable subsets
of (0, 1) which is increasing to (0, 1). The σ-additivity of µ implies that limn→∞ µ(An) =

µ((0, 1)) = 1, thus

∀ ε > 0, ∃N = N(ε) s.t. ∀n ≥ N, µ((0, 1) \ An) < ε. (4.57)

Let us fix some useful notations: given a real number z and a measurable subset C ⊂ R,
we define

z + C := {z + c ∈ R|c ∈ C}
zC := {zc ∈ R|c ∈ C}
C−1 :=

{
c−1 ∈ R|c ∈ C

} (4.58)

With these notations for all x, y ∈ R we have:

1− x ∈ AN ⇐⇒ x ∈ 1− AN ,
y

1− x
∈ AN ⇐⇒ x ∈ 1− yA−1

N ,

1− x− y
1− y

∈ AN ⇐⇒ x ∈ (1− y)(1− AN).

(4.59)

We can ensure that 1− AN ∩ 1− yA−1
N ∩ (1− y)(1− AN) ̸= ∅ by proving that it has a

positive measure. Let z0 := min(y0, 1−y0). Using simple set operations and the additivity
of µ, we can estimate

µ(1− AN ∩ 1− y0A−1
N ∩ (1− y0)(1− AN))

≥ µ(1− AN ∩ 1− y0A−1
N ∩ (1− y0)(1− AN) ∩ (0, z0))

≥ z0 − µ((0, z0) \ 1− AN)︸ ︷︷ ︸
i

−µ((0, z0) \ 1− y0A−1
N )︸ ︷︷ ︸

ii

−µ((0, z0) \ (1− y)(1− AN))︸ ︷︷ ︸
iii

(4.60)

We proceed by providing a lower estimate for i), ii), and iii). To do this, we use a very
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special case of [5] Thm. 11.25.

i)

∫
1µ((0,z0)\ 1−AN )(x)dµ(x)

f(t)=1−t
=

∫
1µ((0,z0)\ 1−AN )(1− t)︸ ︷︷ ︸

=1(1−z0,1)\AN
(t)

J(Dt(1− t))︸ ︷︷ ︸
=1

dt

= µ((1− z0, 1) \ AN) ≤ µ((0, 1) \ AN)

(4.61)

ii) µ((0, z0) \ 1− y0A−1
N )

i)
= µ((1− z0, 1) \ y0A−1

N )
f(t)=y0t
= y0µ((

1− z0
y0

,
1

y0
) \ A−1

N )

f(t)= 1
t

≤ y0 ·
1

y20
µ((y0,

y0
1− z0

) \ AN) ≤
1

y0
µ((0, 1) \ AN)

(4.62)

iii) µ((0, z0) \ (1− y0)(1− AN))
f(t)=(1−y0)t

= µ((0,
z0

1− y0
) \ 1− AN)

i)

≤ µ((0, 1) \ AN)
(4.63)

If we choose N big enough to have ε < z0
2+1/y0

, then (4.61), (4.62) and (4.63) lead to

µ(1− AN ∩ 1− y0A−1
N ∩ (1− y0)(1− AN)) ≥ z0 − 2ε− ε

y0
> 0 (4.64)

Notice that the choice of ε affects the value of N according to (4.57).
Since the map

y 7→ µ(1− AN ∩ 1− yA−1
N ∩ (1− y)(1− AN)), y ∈ R (4.65)

is continuous [7], there exists an open neighborhood U ∋ y0 such that ∀ y ∈ U ,
µ(1− AN ∩ 1− yA−1

N ∩ (1− y)(1− AN)) > 0, so the initial claim (4.55) follows.

We have shown that u is locally bounded on (0, 1), this implies that it is also integrable on
any compact subset of (0, 1). Consider as above y0 ∈ (0, 1) arbitrary but fixed, and δ > 0

such that (y0 − δ, y0 + δ) ⊂ (0, 1). If we choose s, t ∈ R such that 0 < s < t < 1− y0 − δ,
then

∀ y ∈ (y0 − δ, y0 + δ) 0 <
y

1− s
z <

y

1− t
< 1

0 <
1− y − t
1− y

<
1− y − s
1− y

< 1
(4.66)

Integrating (4.53) with respect to x from s to t, we get

(t− s)u(y) = yα+1

∫ y
1−t

y
1−s

u(z)

zα+2
dz −

∫ 1−s

1−t
u(z)dz − (1− y)α+1

∫ 1−y−s
1−y

1−y−t
1−y

u(z)dz (4.67)
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The right side of (4.67) is continuous at y0 as a function of y, then u is continuous at
y0 too. Since y0 was arbitrary, it follows that u is continuous on (0, 1). But this implies
that the right side of (4.67) is differentiable at y0 and hence also u is. Iteration of this
argument shows that u is differentiable infinitely many times on (0, 1).

Proposition 4.6 (Simmetry). Any measurable solution of (4.53) satisfies u(x) = u(1 −
x) ∀x ∈ (0, 1)

To prove this second proposition, we will adopt a more algebraic approach, following [3].
Let RP1 be the projective line on R. Recall that its points are in bijective correspondence
with the 1-dimensional vector subspaces of R2. In particular, the homogeneous coordinates
(x : y) ∈ RP1, where x, y ∈ R, represent the line joining the origin with the point
(x, y) ∈ R2. Therefore the homogeneous coordinates are defined up to a multiplicative
real constant: (x : y) = (cx : cy), ∀ c ∈ R.

Definition 4.6 (Modular Group). Consider the action of the group SL2(Z) on RP1 given
by

ϱ : SL2(Z) −→ End(RP1)

A =

(
a11 a12
a21 a22

)
7−→ A ·_ : (x : y) 7→ (a11x+ a21y : a12x+ a22y)

(4.68)

Since Ker(ϱ) = {−Id, Id}, is defined a canonical action of the modular group G :=

SL2(Z)/{−Id, Id} on RP1.

Theorem 4.2. The group G admits the presentation G ≃ ⟨S, T |S2 = 1, (ST )3 = 1⟩,
where

S =

(
0 −1
1 0

)
and T =

(
1 1

0 1

)
(4.69)

We omit the proof, which can be found in [9].
Define the function

h : [0, 1] −→ R
x 7−→ u(x)− u(1− x)

(4.70)

Observe that for any x ∈ [0, 1], h(x) = −h(1− x), which means that h is antisymmetric
around 1/2. Then we immediately obtain h(1/2) = 0. Now let z ∈ (1/2, 1), so that we
can substitute x = y = 1− z in (4.53); using antisymmetry we get:

h(z) = zαh

(
2z − 1

z

)
= zαh

(
1− z
z

)
for 1/2 ≤ z ≤ 1 (4.71)

Moreover, setting x = 0 in (4.53) we get u(1) (1− (1− y)α) = 0, then u(1) = 0. Similarly,
setting y = 0, we get u(0) = 0. Therefore, the function h is subject to the conditions
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h(0) = h(1) = h(1/2) = 0. Our goal is proving

h(q) = 0, ∀ q ∈ Q ∩ [0, 1] (4.72)

because once we have shown this, the proposition follows because h is continuous and Q
is dense in R. In order to achieve (4.72), we extend the domain of h to the whole real line
imposing:

h(x) = h(1 + x) ∀x ∈ (−∞,+∞). (4.73)

Lemma 4.2. For all x ∈ R, h(x) = −h(1− x)

Proof. We have already observed that h(x) = −h(1− x) holds for x ∈ [1/2, 1] (and hence
for x ∈ [0, 1/2]).
Let x ∈ [1, 2],

h(x) = h(x− 1︸ ︷︷ ︸
∈[0,1]

) = −h(1− (x− 1)) = −h(2− x) = −h(1− x). (4.74)

Proceed by induction: suppose that h(x) = −h(1 − x) holds for x ∈ [n − 1, n]. If
x ∈ [n, n+ 1], then

h(x) = h( x− 1︸ ︷︷ ︸
∈[n−1,n]

) = −h(2− x) = −h(1− x). (4.75)

Lemma 4.3. The extended function h : R → R, satisfies the following equation for all
x ∈ R.

h(x) = |x|αh
(
2x− 1

x

)
4.2
= −|x|αh

(
1− x
x

)
(4.76)

Proof. Equation (4.76) holds for x ∈ [1, 2]:

h

(
1

x
− 1

)
= h

(
1

x

)
︸ ︷︷ ︸
∈[1/2,1]

4.71
= −

(
1

x

)α
h(x− 1) = − 1

|x|α
h(x) (4.77)

Equation (4.76) holds for x ∈ [2,+∞):
By induction; the base case has just been proven. Suppose that (4.76) holds on [n− 1, n],
then for any x ∈ [n, n+ 1] we have

h(x) = h(x− 1) = −(x− 1)αh

(
1

1− x
− 1

)
= −(x− 1)αh

(
1

1− x

)
h

(
2− 1

x

)
=h

(
1− 1

x

)
= −

(
1− 1

x

)α
h

(
x

x− 1
− 1

)
= −

(
x− 1

x

)α
h

(
1

x− 1

)
(4.78)
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Combining these two equations yields h(x) = xαh
(
2− 1

x

)
.

Equation (4.76) holds for x ∈ [0, 1/2):

h

(
1

x
− 1

)
= h

(
1

x

)
︸ ︷︷ ︸
∈[2,+∞)

= −
(
1

x

)α
h(x− 1) = − 1

|x|α
h(x) (4.79)

Equation (4.76) holds for x ∈ (−∞, 0):
It turns out that h is also an odd function, in fact h(x) = −h(1 − x) = −h(−x). Then
we easily compute

h(x) = −h(−x) = +(−x)αh
(

1

−x
− 1

)
= |x|αh

(
2− 1

x

)
(4.80)

This concludes the proof.

Recall that R can be seen as a topological subspace of the real projective line, through
the section

j : R→ RP1

x→ (x : 1)
(4.81)

whose image is RP1 \{(1 : 0)}, the point left is said point at infinity. We called the map j
a section because there is also a retraction e : (x : y) 7→ x

y
. In this way, any point (x : y) of

the projective line can be represented either with a real number x
y

or with the additional
symbol ∞, if happens that y = 0. Observe that the matrices

A =

(
2 −1
1 0

)
B =

(
−1 1

1 0

)
(4.82)

are elements of PGL2(R), which is the group of automorphisms of the projective line.
Moreover, composing with j and e, we get

x 7→ (x : 1)
A·7−→ (2x− 1 : x) 7→ 2x− 1

x
x ∈ R \ {0}

x 7→ (x : 1)
B·7−→ (−x+ 1 : x) 7→ 1− x

x
x ∈ R \ {0}

(4.83)

Thus,
h(x) = |x|αh(A · (x : 1)) = −|x|αh(B · (x : 1)) x ∈ R \ {0}. (4.84)

Lemma 4.4. The matrices A and B2 generate the group G.

For the proof we refer to [3].

Lemma 4.5.
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The orbit of (1/2 : 1) under the action of G is RP1 ∩Q := {(p : q) ∈ RP1|p, q ∈ Z}.

Proof. Is known that if p,and q are relatively prime numbers, exist integers n,m ∈ Z such
that pn+ qm = 1. Thus,

det

(
n p− 1

2
n

m q − 1
2
m

)
= 1 and

(
n p− 1

2
n

m q − 1
2
m

)(
1
2

1

)
=

(
p

q

)
(4.85)

This proves that a generic (p : q) belongs to the orbit of (1/2 : 1)

From (4.84), we deduce that h(x) = 0 if (x : 1) can be written as (x : 1) = ω · (1/2 : 1),
where ω is a finite string of symbols from the alphabet {A,A−1, B,B−1} such that neither
0 nor ∞ occur in the process of computation of (x : 1) starting from (1/2 : 1).

Lemma 4.6.
For any nonzero rational number r, exists a finite sequence ωnωn−1 . . . ω1 in the free
monoid over {A,A−1, B,B−1}, such that:

• ωnωn−1 . . . ω1 · (1/2 : 1) = (r : 1)

• xi := ωiωi−1 . . . ω1 · (1/2 : 1) is neither 0 nor ∞, for all i : 1, . . . , n

Proof. Lemma 4.5 implies the existence of a matrix M ∈ G such that (r : 1) =M · (1/2 :

1), and by lemma 4.4 we can write M = ωnωn−1 . . . ω1, for some n ∈ N and with the ωi’s
in {A,A−1, B,B−1}. However, it is not excluded that some xi may be 0 or ∞. In this
case, it is possible to eliminate the occurrences of 0 and ∞ by modifying the sequence
without affecting the result. Let ī be the greatest index with the property: xi ∈ {0,∞}.
Notice that i < n because xn = r.
If xī = 0:

xī+1 = ωī+1 · xi =

{
1/2 if ωī+1 = A−1

1 if ωī+1 = B−1
(4.86)

In the first case, it is enough to delete from the sequence all the ωi’s up to ī+1, and thus
arrive at an expression r = ωn . . . ωī+2 ·(1/2 : 0) which fulfills the conditions in Lemma 4.6.
While in the second case, we can write r = ωn . . . ωī+2B · (1/2 : 0). The cases ωī+1 = A

and ωī+1 = B are not possible because ī is maximal and both A and B map 0 to ∞.
If xī =∞:

xī+1 = ωī+1 · xi =

{
2 if ωī+1 = A

−1 if ωī+1 = B
(4.87)

In the first case, write r = ωn . . . ωī+2BAB
−1B−1 · (1/2 : 0), while in the second one, write

r = ωn . . . ωī+2AAB
−1B−1 · (1/2 : 0). As above, the cases ωī+1 = A−1 and ωī+1 = B−1 are

not allowed by maximality of ī.

49



This lemma concludes the proof of h(r) = 0, ∀ r ∈ Q. As we have already argued,
this implies that u(x) = u(1 − x) for every x ∈ [0, 1], so the proof of Proposition 4.5 is
concluded.
By now, we have shown that any measurable solution u of (4.53) satisfies the conditions:

− u ∈ C∞((0, 1))

− u(0) = 0 = u(1)

− u(x) = u(1− x) ∀x ∈ [0, 1]

(4.88)

In particular the third conditions implies that the functional equation in (4.53) coincides
with

u(x) + (1− x)αu
(

y

1− x

)
= u(y) + (1− y)αu

(
x

1− y

)
(4.89)

which is the (FEITH).
We are ready to solve the functional equation. Consider first the case α = 1, so we start
from

u(1− x) + (1− x)u
(

y

1− x

)
= u(y) + (1− y)u

(
1− x

1− y

)
. (4.90)

Suppose x, y ∈ (0, 1), x+ y ∈ (0, 1). Differentiating with respect to x, we get

−u′(1− x) + y

1− x
u′
(

y

1− x

)
− u

(
y

1− x

)
= −u′

(
1− x

1− y

)
. (4.91)

Differentiating (4.91) with respect to y we arrive to

y

(1− x)2
u′′
(

y

1− x

)
=

x

(1− y)2
u′′
(
1− x

1− y

)
. (4.92)

Consider the substitutions{
t = y

1−x

s = 1− x
1−y

⇐⇒

{
y = ts

1−t+ts

x = (1−t)(1−s)
1−t+ts .

(4.93)

As we can see, these substitutions are bijective between the sets{
(x, y) ∈ (0, 1)2|x+ y ∈ (0, 1)

}
and (0, 1)2. (4.94)

Therefore, performing the substitutions, (4.92) becomes

t(1− t)u′′(t) = s(1− s)u′′(s) ∀ (s, t) ∈ (0, 1)× (0, 1) (4.95)
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which means that both members are constant, i.e

t(1− t)u′′(t) = k t ∈ (0, 1), k ∈ R. (4.96)

We can easily solve the Cauchy problem given by (4.96) together with the boundary
conditions u(0) = u(1) = 0. In fact by a double integration of (4.96), we obtain

u(t) = k (t ln t+ (1− t) ln(1− t)) + ct+ d c, d ∈ R (4.97)

and u(0) = u(1) = 0 imply that c = d = 0, then

u(t) =
−k
log2 e

S1(t) ∀ t ∈ [0, 1]. (4.98)

We turn now to the case α ̸= 1. Repeating the steps followed in the previous case leads
to the differential equation

s2−α [(1− s)u′′(s) + (α− 1)u′(s)] = (1− t)2−α [tu′′(t) + (1− α)u′(t)] ∀ (s, t) ∈ (0, 1)2

(4.99)
Unlike the previous case, the two sides of this equality do not have the same form. How-
ever, fixing s = s̄ and letting t vary, we note that the second side is constant in t, to the
real number k = s̄2−α [(1− s̄)u′′(s̄) + (α− 1)u′(s̄)]. Thereafter, letting s vary, we see that
the first side is also constant with value k. Hence (4.99) is equivalent to the system{

s2−α [(1− s)u′′(s) + (α− 1)u′(s)] = k ∀ s ∈ (0, 1)

(1− t)2−α [tu′′(t) + (1− α)u′(t)] = k ∀ t ∈ (0, 1)
(4.100)

Nevertheless, if we perform the bijective substitution t = 1 − s in the first equation, we
obtain the second one, and vice versa. It follows that these two equations are equivalent
to each other, so we can consider only one of them and solve it.

tu′′(t) + (1− α)u′(t) = k(1− t)α−2 k ∈ R,∀ t ∈ (0, 1) (4.101)

Through an integration, using in particular integration by parts on the first term, we
arrive to a linear ordinary differential equation of the first order.

u′(t)− α

t
u(t) =

1

t

(
k

α− 1
(1− t)α−1 + c

)
c ∈ R (4.102)
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The general solution of this equation is given by

u(t) = e
∫
−α

z
dz

[
c1 +

∫
1

t

(
k

α− 1
(1− t)α−1 + c

)
e−

∫
−α

z
dzdt

]
= tαc1 +

k

α(α− 1)
(1− t)α − c

α
c1 ∈ R.

(4.103)

Imposing the boundary conditions u(0) = u(1) = 0, we obtain

u(t) =
k

α(α− 1)
tα+

k

α(α− 1)
(1− t)α− k

α(α− 1)
=

k

α(α− 1)
Sα(t) ∀ t ∈ (0, 1). (4.104)

4.4 Local structure of 1-cocycles

Let us come back to Example (4.2). We saw that if f is a 1-cocycle, then f [X](p, 1−p) =
f [Y ](1−p, p) is a measurable function in the variable p ∈ [0, 1] which satisfies a functional
equation like (4.53). Thus there exists a real number λ such that f [X] = λSα[X] and
f [Y ] = λSα[Y ]. Moreover, the chain rule for α-entropies entails

f [XY ](P ) = λSα[X](X∗P ) +X.λSα[Y ](P ) = λSα[XY ](P ) ∀P ∈PXY , (4.105)

then f = λSα. Since f was arbitrary, we obtain Z1(S,Fα(P)) = R · Sα. In the next
two subsections we try to generalize these results to a generic finite information structure
(S,E ) equipped with a generic probability functor Q. In particular, in this subsection we
will prove that, given a diagram X

πX←− XY
πY−→ Y in S, and under certain conditions on

E and Q, the cocycle condition and the functional equation (4.53) determine the form
of the components in X,Y and XY of the 1-cocycles, up to a multiplicative constant.
Some nontrivial additional conditions are needed, in fact in Example 4.1 we could have
considered the product of ⊥ with itself, but, as we have shown, the component in ⊥ of
1-cocycles is free to vary among all the measurable functions ∆(1) → R. On the other
hand, the conditions EXY = EX × EY and Q = P turn out to be too restrictive. We
present here a weakened version but still sufficient to prevent the degeneration of the
cocycle condition. In order to simplify notation, we will identify the set EXY with a
subset of EX × EY through the canonical injection mentioned in Definition 2.2.

Definition 4.7. Consider (S,E ) a finite information structure and Q : S → Meas an
adapted probability functor. Let X, Y ∈ Ob(S) such that S admits the product XY .
Denote k := |EX | and l := |EY |. The product XY is said nondegenerate if k, l ≥ 2, and
exist numerations {x1, . . . , xk} and {y1, . . . , yl} of EX and EY together with a north-east
lattice path21 (γi)

k+l−3
i=1 on Z2, starting from (1, 1) to (k − 1, l − 1) such that:

21Is a sequence of points of Z2 such that γ1 = (1, 1), γk+l−3 = (k−1, l−1) and γi+1−γi ∈ {(1, 0), (0, 1)}
for every i : 1, . . . , k + l − 3
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1. If, for some i ∈ {1, 2, . . . , k + l− 4}, γi = (a, b) and γi+1 = (a+ 1, b), then for every
P ∈ QX with support in {xj|a ≤ j ≤ k} there exists a probability P̃ ∈ QXY such
that Q(πX)(P̃ ) = P and

supp(P̃ ) ⊂ {(xa, yb)} ∪ {(xj, yb+1)|a+ 1 ≤ j ≤ k} (4.106)

or
supp(P̃ ) ⊂ {(xa, yb+1)} ∪ {(xj, yb)|a+ 1 ≤ j ≤ k} (4.107)

2. If, for some i ∈ {1, 2, . . . , k + l− 4}, γi = (a, b) and γi+1 = (a, b+ 1), then for every
P ∈ QY with support in {xj|b ≤ j ≤ l}, there exists a probability P̃ ∈ QXY such
that Q(πY )(P̃ ) = P and

supp(P̃ ) ⊂ {(xa, yb)} ∪ {(xa+1, yj)|b+ 1 ≤ j ≤ l} (4.108)

or
supp(P̃ ) ⊂ {(xa+1, yb)} ∪ {(xa, yj)|b+ 1 ≤ j ≤ l} (4.109)

3. If, for some i ∈ {1, 2, . . . , k + l − 3}, γi = (a, b), then exist at least three elements
{z1, z2, z3} in {xa, xa+1}×{yb, yb+1} such that QXY contains all the possible proba-
bility laws with support in {z1, z2, z3}. Or equivalently, the convex hull [δz1 , δz2 , δz3 ]
is a subset of QXY

According to this definition, the product of any object with itself is always degenerate:
as an instance, the third condition can not be verified since EXX = EX ≃ {(x, x)|x ∈
EX} ⊂ EX × EX , so for any (a, b), the set {xa, xa+1} × {yb, yb+1} has only two elements.
We remark also that if a product is nondegenerate, then both Q(πX) and Q(piY ) must
be surjective because of the first and the second condition.

Theorem 4.3. Let (S,E ) be a finite information structure with Q : S → Meas, an
adapted probability functor. Consider a generic f ∈ Z1(S,Fα(Q)), where α can be any
positive real number. Let X, Y ∈ Ob(S) such that XY is a nondegenerate product. Then
there exist λ ∈ R such that

f [X] = λSα[X] f [Y ] = λSα[Y ] f [XY ] = λSα[XY ] (4.110)

Proof. We introduce firstly a notation for probability laws. Le P be a probability on a
finite set A = {a1, a2, . . . , an}. Then we will denote

P =

(
a1 a2 . . . an
p1 p2 . . . pn

)
if P (ai) = pi ∀ i : 1, . . . , n (4.111)

with the convention that if some element of A does not appear in the matrix, then its
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probability of occurrence is zero. The cocycle condition (4.42) entails

f [X]− Y.f [X] = f [Y ]− Y.f [Y ]. (4.112)

Consider now the enumerations {x1, . . . , xk}, {y1, . . . , yl} of EX and EY and the lattice
path (γi)i given by Definition 4.36. There must exist an index i1 and an integer b1 between
1 and l − 1, such that γi1 = (1, b1) and γi1+1 = (2, b1). Thus for any

P =

(
x1 . . . xk
p1 . . . pk

)
∈ QX ,

the first point of Definition 4.36 provides a probability law P̃ ∈ QXY such that

supp(P̃ ) ⊂ {(x1, yb1)} ∪ {(xj, yb1+1)|2 ≤ j ≤ k} (4.113)

or
supp(P̃ ) ⊂ {(x1, yb1+1)} ∪ {(xj, yb1)|2 ≤ j ≤ k}, (4.114)

and X∗P̃ = P . The equation (4.112), when applied to P̃ reads:

f [X]

(
x1 . . . xk
p1 . . . pk

)
=f [Y ]σ

(
yb1 yb1+1

p1 1− p1

)
+ (1− p1)αf [X]

(
x2 . . . xk

p2/(1− p1) . . . pk/(1− p1)

) (4.115)

where σ is an element of the symmetric group Σ2. The permutation σ acts on the position
of the symbols p1 and 1− p1 in the bottom row of the matrix. Its presence is due to the
fact that it is not known a priori in which of the two possible sets the support of P̃ is
contained. Observe that for all x ∈ EX , the conditional probability P̃|X=x is atomic, thus
the term −X.f [Y ](P̃ ) vanishes. The same holds for one of the two probabilities P̃|Y=yb1

and P̃|Y=yb1+1
. Which one depends on the support of P̃ , however this does not affect the

form of (4.115). Furthermore, by point 3. of Definition 4.36, we can find a probability
p ∈ QXY , with support contained in {x1, x2+1} × {yb1 , yb1+1} and such that

X∗p =

(
x1 x2
p1 1− p1

)
. (4.116)

Now applying point 2., we obtain a probability X̃∗p ∈ QXY which, once inserted in
(4.112), yields

f [X]

(
x1 x2
p1 1− p1

)
= f [Y ]σ

(
yb1 yb1+1

p1 1− p1

)
. (4.117)
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Combining with (4.115) we get

f [X]

(
x1 . . . xk
p1 . . . pk

)
= f [X]

(
x1 x2
p1 1− p1

)
+(1−p1)αf [X]

(
x2 . . . xk

p2/(1− p1) . . . pk/(1− p1)

)
(4.118)

The computations that led to this equation can be repeated for each increase in the x-
coordinate of the point γi in the north-east lattice path. The formula corresponding to
the passage from (a, b) to (a+ 1, b), for a generic 1 < a ≤ k − 2, would be

f [X]

(
xa . . . xk
pa . . . pk

)
=f [X]

(
xa xa+1

pa 1− pa

)
+ (1− pa)αf [X]

(
xa+1 . . . xk

pa+1/(1− pa) . . . pk/(1− pa)

) (4.119)

for any probability law in QX whose support is contained in {xj ∈ EX |a ≤ j ≤ k}. Then
we substitute sequentially these equations in (4.118) so that f [X] results determined by
the value it takes on probabilities with support in a couple of consecutive points (according
to the fixed ordering) of EX . We present e.g. the first step of this process: using (4.119)
with a = 2, we get

f [X]

(
x2 . . . xk
p2

1−p1 . . . pk
1−p1

)
=f [X]

(
x2 x3
p2

1−p1
1−p1−p2
1−p1

)

+ (
1− p1 − p2

1− p1
)αf [X]

(
x3 . . . xk
p3

1−p1−p2 . . . pk
1−p1−p2

)
,

(4.120)

thus after the substitution, (4.118) becomes

f [X]

(
x1 . . . xk
p1 . . . pk

)
= f [X]

(
x1 x2
p1 1− p1

)
+ f [X]

(
x2 x3
p2

1−p1
1−p1−p2
1−p1

)

+ (
1− p1 − p2

1− p1
)αf [X]

(
x3 . . . xk
p3

1−p1−p2 . . . pk
1−p1−p2

) (4.121)

When a = k − 1 is reached, the process terminates, and f [X] is expressed by

f [X]

(
x1 . . . xk
p1 . . . pk

)
=

k−1∑
j=1

(
1−

j−1∑
r=1

pr

)α

f [X]

(
xj xj+1

pj

1−
∑j−1

r=1 pr

1−
∑j

r=1 pr

1−
∑j−1

r=1 pr

)
(4.122)

Observe that the definition of nondegenerate product remains the same if the roles of X
and Y are reversed. Therefore, we can compute the value of f [Y ] on Q ∈ QY in complete
analogy to what was done for f [X].
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We are left to determinate the functions

φa : [0, 1]→ R ψb : [0, 1]→ R (4.123)

p 7→ f [X]

(
xa xa+1

p 1− p

)
p 7→ f [Y ]

(
yb yb+1

p 1− p

)
.

If the north-east lattice path passes through the point (a, b), then condition 3. ensures
the existence of all probabilities p ∈ QXY whose support is contained in a certain subset
{z1, z2, z3} of {xa, xa+1} × {yb, yb+1}. Among these three elements, there must be one,
say zX , whose first component is different from that of the other two. Similarly, another
element zY , different from zX , must have the second component different from that of the
other two. Denote µX := p(zX) and µY := p(zY ). The equation (4.42) reads

∀µX , µY ∈ [0, 1) s.t. µX + µY ∈ [0, 1]

f [X]σ

(
xa xa+1

µX 1− µX

)
+ (1− µX)αf [Y ]σ′

(
yb yb+1
µY

1−µX
1−µX−µY

1−µX

)
=

f [Y ]σ′
(
yb yb+1

µY 1− µY

)
+ (1− µY )αf [X]σ

(
xa xa+1
µX

1−µY
1−µX−µY

1−µY

) (4.124)

where σ, σ′ ∈ Σ2 account the missing knowledge about which element among {xa, xa+1}
(respectively among {yb, yb+1}) appears only once. This equation is equivalent to (4.50),
thus we can conclude that exists a real number λ(a,b) such that

f [X]σ

(
xa xa+1

p 1− p

)
= f [Y ]σ′

(
yb yb+1

1− p p

)
= λ(a,b)Sα(p, 1− p) ∀ p ∈ [0, 1] (4.125)

Since the α-entropy is symmetric in its arguments, we can drop the symbols σ and σ′.
Therefore, for any pair (a, b) ∈ Z2 that belongs to the north east lattice path, we found

φa(p) = ψb(p) = λ(a,b)Sα(p, 1− p) ∀ p ∈ [0, 1]. (4.126)

It is important to prove that λ(a,b) is constant in (a, b), i.e. along the lattice path. To
achieve this, suppose γi = (a, b); If γi+1 = (a+ 1, b), then(

(xa+1, yb) (xa+2, yb+1)

p 1− p

)
∈ QXY , ∀p ∈ [0, 1]

or

(
(xa+1, yb+1) (xa+2, yb)

p 1− p

)
∈ QXY , ∀p ∈ [0, 1]

(4.127)

by point 3. of Definition 4.7. Applying the cocycle condition (4.42) to these probabilities,
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we get, ∀ p ∈ [0, 1]

λ(a+1,b)Sα(p, 1− p) = f [X]

(
xa+1 xa+2

p 1− p

)
= f [Y ]σ

(
yb yb+1

p 1− p

)
= λ(a,b)Sα(p, 1− p)

(4.128)
This implies that λ(a+1,b) = λ(a,b). Moreover, λ(a,b+1) = λ(a,b) is proven in the same way.
Hence, we can define λ := λ(1,1) = · · · = λ(k−1,l−1). Combining equations (4.122) and
(4.126), we arrive to

f [X]

(
x1 . . . xk
p1 . . . pk

)
=

k−1∑
j=1

(
1−

j−1∑
r=1

pr

)α

λSα

(
pj

1−
∑j−1

r=1 pr
,
1−

∑j
r=1 pr

1−
∑j−1

r=1 pr

)

=

{
λ
∑k

i=1−pj log2(pj) if α = 1

λ
∑k

i=1 p
α
j − 1 if α ̸= 1

(4.129)

The last equality can be proven by a direct calculation, but it is also a consequence of the
chain rule.
This shows that for any α > 0, there exist a multiplicative constant λ such that f [X] =

λSα[X] and f [Y ] = λSα[Y ], so the proof can be concluded as in (4.105).

Remark 4.2. The proof suggests that having enumerations of EX and EY such that there
exists a north-east lattice path (with the properties described in Definition 4.7) which
reaches k − 1 on the coordinate x, is enough to infer f [X] = λSα[X], for some λ ∈ R.
The determination of f [Y ] can be carried out similarly, with enumerations that may be
different from those used for f [X], but such that there exists a north-east lattice path
that reaches k − 1 on the y-axis. However, the multiplicative constant λ′ such that
f [Y ] = λ′Sα[Y ] is in general different from λ. This problem can be overcome for example
assuming that there exists (a, b) ∈ {1, . . . k − 1} × {1, . . . , l − 1} such that

QXY ⊃P({(xa, y′b), (xa+1, y
′
b+1)}) or QXY ⊃P({(xa, y′b+1), (xa+1, y

′
b)}), (4.130)

where xa denotes the a-th element in the numeration of EX related to f [X] and y′b denotes
the b-th element in the numeration of EY related to f [Y ]. Indeed, with this hypothesis ,
we can use (4.42) to derive

f [X]

(
xa xa+1

p 1− p

)
= f [Y ]τ

(
y′b y′b+1

p 1− p

)
∀ p ∈ [0, 1]. (4.131)

Then λ = λ′ follows. Therefore, these modified hypotheses can replace the condition "XY
is nondegenerate" in Theorem 4.3.
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4.5 H1(S,Fα(Q))

As previously mentioned, in this subsection we will prove that, under suitable assump-
tions, every 1-cocycle of the complex C•(S,Fα(Q)) is locally a multiple of the cocycle
defined by the α-entropy, and consequently we will determine the first cohomology group.

Definition 4.8. Let (S,E ) be a finite information structure. An object Z is called
reducible if there exist objects X, Y ∈ Ob(S), such that Z = XY , otherwise Z is said to
be irreducible. Moreover, we will use the term non-trivially reducible to indicate that the
product XY is non-degenerate (with reference to a previously fixed probability functor).

Definition 4.9. Given an information structure (S,E ) and an adapted probability functor
Q : S→Meas, we define S∗

Q as the full subcategory of S, such that

Ob(S∗
Q) = {X ∈ Ob(S)| ∃P ∈ Q(X) non atomic}.

Recall that a category is connected if for every two objects there is a finite sequence
of arrows ( not necessarily composable) which connects them. Moreover, any category
C is a disjoint union (the coproduct in Cat) of connected categories, called connected
components. Denote π0(C) the set of connected components of C.

Theorem 4.4. Let (S,E ) be a finite information structure equipped with an adapted
probability functor Q : S→Meas whose restriction maps (internal marginalizations) are
all surjective. Assume that for any object X ∈ Ob(S), exists an arrow Z → X in S such
that Z is non-trivially reducible. Then, for each α > 0, there is an isomorphism of real
vector spaces

χα :
∏

C∈π0(S∗
Q)

R −→ Z1(S,Fα(Q)) given by

χ((λC)C∈π0(S∗
Q))[X] = λCSα[X] ∀C ∈ π0(S∗), ∀X ∈ C

(4.132)

Under this isomorphism, the subgroup of 1-coboundaries is identified with the diagonal
subspace ∆ = R · (1, . . . , 1, . . . ) if α ̸= 1, otherwise is the zero subspace. Therefore,

H1(S,Fα(Q)) =


∏

π0(S∗
Q)R if α = 1(∏

π0(S∗
Q) R

)
/∆ if α ̸= 1

(4.133)

Proof. Observe first that if W ∈ Ob(S) \ Ob(S∗
Q), then for any 1-cocycle f , it holds that

f [W ] ≡ 0. Hence to characterize a 1-cocycle f , is sufficient to specify the functions f [X]

for all X ∈ Ob(S∗
Q). Now pick one of those objects X, by hypothesis there exist t : Z → X

with Z non-trivially reducible. Consider the diagram Z
id←− ZX

t−→ X; since XZ = Z, the
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cocycle condition (4.42) entails

f [X] = f [Z]−X.f [Z]. (4.134)

In Theorem 4.3 we proved that exists a real number, say λZ , such that f [Z] = λZSα[Z].
Moreover, our assumptions on Q ensure that for any P ∈ Q(X) there is a probability
P̄ ∈ Q(Z) such that X∗P̄ = P . Applying the equation 4.134 to P̄ we get

f [X](P ) = λZSα[Z](P̄ )−
∑
x∈EX

P (x)λZSα[Z](P̄|X=x)

= λZ

(
Sα(P̄ )−

∑
x∈EX

X∗P̄ (x)Sα(P̄|X=x)

)
= λZSα(X∗P̄ ) = λZSα[X](P )

(4.135)

for all P ∈ Q(X). This implies f [X] = λZSα[X]. In case there is another non-trivially
reducible object Z ′ with a map on X, then exists another constant λZ′ such that

λZSα[X] = f [X] = λZ′Sα[X]. (4.136)

Since X is an object in S∗
Q, is possible to find a probability P ∈ Q(X) with nonzero

entropy, then equation (4.136) yields λZ = λZ′ . Now consider two objects X1, X2 ∈
Ob(S∗

Q) lying in the same connected component C. This means that there is a zig-zag
diagram in S∗

Q like

X1 Y1 Y2 . . . Yn X2. (4.137)

Any object of this sequence is the target of a map from a non-trivially reducible object.

X1 Y1 Y2 . . . Yn X2.

Z1 H1 H2 Hn Z2

(4.138)

This diagram can be read as

Z1 Y1 H1 Y1 H2 . . . Hn X1 Z2

from which becomes clear that λZ1 = λH1 = λH2 = · · · = λHn = λZ2 . Thus we can
define λC to be the constant such that f [X] = λCSα[X] for all X in C. Observe that
if two objects X1, X2 lie in different connected components C1, C2, it is not possible to
use the cocycle condition to derive relations between f [X1] and f [X2], so λC1 and λC”

are
independent. Then the function χ is actually a bijection.

59



Corollary 4.2. Let {(Si,Ei)}i∈I be a family of information structures, each of them
equipped with an adapted probability functor Qi so that the hypotheses of the previous
theorem are verified separately for all i ∈ I. Denote

⊔
i∈I Q :

⊔
i∈I Si →Meas the func-

tor that coincides with Qi on Si. Then this functor is an adapted probability functor on
the coproduct of the (Si,Ei) in InfoStr and

Z1(
⊔
i∈I

Si,Fα(
⊔
i∈I

Q)) ≃
∏
i∈I

Z1(Si,Fα(Qi)) (4.139)

Proof. The pair
(⊔

i∈I Si,
⊔
i∈I Q

)
satisfies the hypotheses of Theorem 4.4 because they

are satisfied by each pair (Si,Qi). Moreover, the category (
⋃
i∈I Si)

∗ is the disjoint union
of (Si)∗. Now (4.139) follows applying Theorem 4.4.

Let us now examine the case in which the hypotheses of the Theorem 4.4 are not satisfied.
If the structure (S,E ) is bounded, asking that any object is the target of an arrow starting
from a non-trivially reducible object, is equivalent to asking that all the minimal objects
of the poset S are non-trivially reducible. In the next theorem we will prove that if one
of them is irreducible, then H1(S,Fα) has infinite dimensions as a vector space on R.

Theorem 4.5. Let (S,E ) be a bounded, finite information structure such that E is con-
servative. If there exists an object in S which is irreducible and minimal , then

dimRH
1(S,Fα(P)) =∞ (4.140)

Proof. Call M the irreducible minimal object in question. We claim that the subcategory
of S whose set of objects is

T = {X ∈ Ob(S)|∃π :M → X, M ̸= X} = SM \ {M} (4.141)

has a minimum X̃. By contradiction, if there were two distinct minimal objects X1

and X2, then the product X1X2, which of course exists in S, could not belong to T ,
so we would have M = X1X2, in contradiction with the irreducibility of M . Consider
f ∈ Z1(S,Fα(P)) such that f [Y ] ≡ 0 for all Y ∈ Ob(S), Y ̸= M . Note that if M was
reducible, the cocycle condition (4.42) would entail f [M ] ≡ 0. But in this case, the only
nontrivial relation that we can derive from (4.42) is

f [M ] = f [X̃]︸︷︷︸
≡0

+X̃.f [M ], (4.142)

obtained applying (4.42) to the product MX̃ =M . Thus, for every P ∈PM ,

f [M ](P ) =
∑
x∈EX̃

P (X̃ = x)f [M ](P|X̃=x). (4.143)
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Since E is conservative, the map E (t : M → X̃) : EM ↠ EX̃ is not an isomorphism.
Then exists at least one x̄ ∈ EX̃ such that m := |E (t)−1(x̄)| > 1. The conditional
probability P|X̃=x̄ is an element of ∆(m) seen as a face of ∆(|EM |). Thus we can choose
any measurable function g : ∆(m) → R that vanishes on the vertices (because of the
condition M.f [M ] = 0) and define f [M ](P|X̃=x̄) := g(P|X̃=x̄). This yields infintely many
linearly independent cocycles.

We close this section with some examples concerning information structure where all
minimal objects are reducible, but not necessarily can be written as a non-degenerate
product.

Example 4.3. Let (S,E ) be an information structure whose underlying poset is

X

XY T

Y

τXπX

πY τY

(4.144)

as in Example 4.2. The functor E is specified by EX := {x1, x2, x3, x4}, EY := {y1, y2, y3, y4}
and

EXY = {x1, x2} × {y1, y2} ∪ {x3, x4} × {y3, y4}. (4.145)

The restriction maps of E are the canonical projections. Consider the probability functor
such that

QXY = P({x1, x2} × {y1, y2}) ∪P({x3, x4} × {y3, y4}),
QX = P({x1, x2}) ∪P({x3, x4}),
QY = P({y1, y2}) ∪P({y3, y4}).

(4.146)

Note that Q is adapted and its marginalization morphisms are surjective. In this setting,
the product XY does not satisfy the Definition 4.7 since neither (2, 1) nor (1, 2) can be
a point of the north-east lattice path because of condition 3. This argument is relative to
the enumerations displayed before, but a similar problem arises in any case. To specify a
1-cocycle f are sufficient the following functions of the variable p ∈ [0, 1]

f [X]

(
x1 x2
p 1− p

)
f [X]

(
x3 x4
p 1− p

)
f [X]

(
y1 y2
p 1− p

)
f [X]

(
y3 y4
p 1− p

)
(4.147)

because f [XY ] is determined by (4.42). Moreover, applying again (4.42) to the probabil-
ities (

(x1, y1) (x2, y1) (x1, y2)

p1 p2 p3

)
(p1, p2, p3) ∈ ∆(2) (4.148)
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we obtain, as in Example 4.2 that

f [X]

(
x1 x2
p 1− p

)
= f [X]

(
y1 y2
p 1− p

)
= λ1Sα(p, 1− p) (4.149)

for some real number λ1. Similarly exists λ2 such that

f [X]

(
x3 x4
p 1− p

)
= f [X]

(
y3 y4
p 1− p

)
= λ2Sα(p, 1− p) (4.150)

Then any 1-cocycle is determined by the pair (λ1, λ2). Note that the structure of Q

prevents both λ1 and λ2 from appearing in the equations derived from the cocycle condi-
tion, so they are independent. These considerations outline an isomorphism of real vector
spaces R2 ≃ Z1(S,Fα(Q)).

Example 4.4. This is a variation of the previous example. The information structure
remains the same but we consider P as probability functor. Consider f as above and
apply (4.42) to the probability(

(x1, y1) (x2, y1) (x3, y3) (x4, y3)

p1 p2 p3 p4

)
∈PXY . (4.151)

We have

f [X]

(
x1 x2 x3 x4
p1 p2 p3 p4

)
= (p1 + p2)

αf [X]

(
x1 x2
p1

p1+p2

p2
1+p2

)

(p3 + p4)
αf [X]

(
x3 x4
p3

p3+p4

p4
p3+p4

)
+ f [Y ]

(
y1 y3

p1 + p2 p3 + p4

)
=

λ1Sα(
p1

p1 + p2
) + λ2Sα(

p3
p3 + p4

) + f [Y ]

(
y1 y3

p1 + p2 p3 + p4

)
(4.152)

But the function of p

f [X]

(
x1 x3
p 1− p

)
= f [Y ]

(
y1 y3
p 1− p

)
(4.153)

can not be determined using the (FEITH) because EXY ∩ {x1, x3} × {y1, y3} has only 2
elements. Thus, any choice of a measurable function g : ∆(1) → R such that g(0, 1) =
g(1, 0) = 0, yields a 1-cocycle defining

f [X]

(
x1 x3
p 1− p

)
:= g(p, 1− p). (4.154)
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Hence in this case the vector space of 1-cocycles, is infinite dimensional.

Example 4.5. We present another variation of Example 4.3, which shows that the con-
ditions of Theorem 4.4 are only sufficient. Compared to the previous example, we only
change the value of E on XY .

EXY := {(x1, y1), (x1, y2), (x1, y3), (x2, y2), (x3, y3), (x4, y3), (x4, y4)} (4.155)

In this case, we have at our disposal all the probability laws with support in
{(x1, y1), (x1, y3), (x3, y3)}, thus we can deduce

f [X]

(
x1 x3
p 1− p

)
= f [Y ]

(
y1 y3
p 1− p

)
= λ3Sα(p) (4.156)

for some real number λ3. Analogously, using respectively the 2-simplex of the probabilities
on {(x1, y1), (x1, y2), (x2, y2)} and {(x3, y3), (x4, y3), (x4, y4)} we obtain

f [X]

(
x1 x2
p 1− p

)
= f [Y ]

(
y1 y2
p 1− p

)
= λ1Sα(p)

f [X]

(
x3 x4
p 1− p

)
= f [Y ]

(
y3 y4
p 1− p

)
= λ2Sα(p)

(4.157)

for some λ1, λ2 ∈ R.
All the equalities presented below are achieved by applying the cocycle condition to the
appropriate probability law (or are direct consequence of the previous ones).

f [X]

(
x1 x2
p 1− p

)
= f [Y ]

(
y2 y3
p 1− p

)
= f [X]

(
x1 x3
p 1− p

)
(4.158)

This equation implies λ3 = λ1.

f [Y ]

(
y3 y4
p 1− p

)
= f [X]

(
x1 x4
p 1− p

)
= f [Y ]

(
y1 y3
p 1− p

)
(4.159)
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This implies λ3 = λ2. We are ready to determine f [X] and f [Y ]:

f [X]

(
x1 x2 x3 x4
p1 p2 p3 p4

)
= f [Y ]

(
y1 y3
p2 1− p2

)
+ (1− p2)αf [X]

(
x1 x3 x4
p1

1−p2
p3

1−p2
p4

1−p2

)

= (1− p2)α
[(

(1− p2 − p1)
1− p2

)α
f [X]

(
x3 x4
p3

1−p1−p2
p4

1−p1−p2

)
+ f [Y ]

(
y1 y3
p1

1−p2
1−p1−p2
1−p2

)]

+ f [Y ]

(
y1 y3
p2 1− p2

)
= λ3

(
Sα(p2) + (1− p2 − p1)αSα

(
p3

1− p2 − p3

)
+ (1− p2)αSα

(
p1

1− p2

))
= λ3Sα[X]

(
x1 x2 x3 x4
p1 p2 p3 p4

)
.

(4.160)

f [Y ]

(
y1 y2 y3 y4
p1 p2 p3 p4

)
= f [X]

(
x1 x4

1− p4 p4

)
+ (1− p4)αf [Y ]

(
y1 y2 y3
p1

1−p4
p2

1−p4
p3

1−p4

)

= λ3Sα(p4) + (1− p4 − p3)αf [Y ]

(
y1 y2
p1

1−p4−p3
p2

1−p4−p3

)
+ (1− p4)αf [X]

(
x1 x4

1−p4−p3
1−p4

p3
1−p4

)

= λ3

(
Sα(p4) + (1− p4 − p3)αSα

(
p1

1− p4 − p3

)
+ (1− p4)αSα

(
p3

1− p4

))
= λ3Sα[Y ]

(
y1 y2 y3 y4
p1 p2 p3 p4

)
.

(4.161)

Moreover, f [X] and f [Y ] determine f [XY ] as we saw in (4.105). Therefore any 1-cocycle
is a multiple of Sα: Z1(S,Fα(P)) ≃ R. Nevertheless, the product XY is degenerate. In
fact, if the probability functor involved is P, one can verify that in order for a lattice
path to exist that satisfies Definition 4.7, the set EXY must contain at least 8 elements.
Observe that the method used to determine f [X] and f [Y ] is an instance of the Remark
4.2: for f [X] we used the enumerations {x2, x1, x3, x4}, {y2, y3, y1, y4}; while for f [Y ] we
used the enumerations {x4, x1, x2, x3} and {y4, y3, y1, y2}.

A Presheaves of modules

The aim of this section is to prove that, given any presheaf of rings O, the category
PMod(O) of presheaves of O-modules is abelian and has enough injective objects. First,
we recall what a presheaf of modules is.

Definition A.1. Let C be a small category and O : Cop → Rings be a presheaf of rings.
A presheaf of O-modules is an abelian presheaf F , together with a map µ : O × F → F
of presheaves of sets such that for any object X in C, the map µX defines on F(X) a
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structure of O(X)-module.
A morphism α : (F , µ)→ (G, ν) of O-modules, is a natural transformation such that

the diagram
O ×F F

O × G G

id×α

µ

α

ν

(A.1)

is commutative.

Notation. HomPMod(O)(F ,G) := HomO(F ,G)

Proposition A.1. PMod(O) is an abelian category.

Proof. We demonstrate first that the category is pre-additive.
Given two morphisms F G

α

β
of presheaves of modules, we consider the sum α+ β

as morphisms of abelian presheaves. This natural transformation, as well as the zero
morphism 0 : F → G, makes the diagram A.1 commutative. Hence, HomO(F ,G) inherits
the structure of abelian group from HomPsh(C,Ab)(F ,G), and becomes a subgroup.
We now claim that PMod(O) is also additive. The constant presheaf associated to the
abelian group (0), is the zero object in Psh(C,Ab). But, if equipped with the trivial
action of O, it can be seen as a presheaf of O-modules which is clearly both initial and
terminal in PMod(O). Let (F , µ), (G, ν) be presheaves of O-modules. On the biproduct
of (F , µ) and (G, ν) as abelian presheaves, is defined an action µ⊕ ν described by

(µ⊕ ν)X : O(X)× (F(X)⊕ G(X)) −→ (F(X)⊕ G(X))

(a, (s, t)) 7−→ (µX(a, s), νX(a, t)),
(A.2)

for any X ∈ Ob(C). The naturality in X of µ⊕ ν follows by the naturality in X of µ and
ν. Therefore, (F ⊕ G, µ ⊕ ν) is a presheaf of -modules. It is possible to check that it is
actually the biproduct in in PMod(O), but we omit the details.
Now we prove that any map in PMod(O) has a kernel end a cokernel. Consider a map
α : (F , µ)→ (G, ν). In the category of abelian presheaves we have

Ker(α)
d−→ F α−→ G e−→ Coker(α)

Since α is O-linear, i.e. makes the corresponding diagram (A.1) commutative, the action
of O on F induces an action of O on ker(α) such that the map d turns out to be O-linear,
and then ker(α) with this action satisfies the universal property of kernel in PMod(O).
Similarly, the action of O on G induces an action on Coker(α) which makes the map e

O-linear.
Finally, we remind that in Psh(C,Ab) there is a canonical isomorphism ψ : CoIm(α)

∼−→
Im(α). We claim that ψ is an isomorphism also in PMod(O). Notice that Im(α) and
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CoIm(α) are defined by means of kernels and cokernels. Thus, by the above discussion,
Im(α) and CoIm(α) are the image and coimage of α as abelian presheaves, and their
O-modules structures are induced by ν and µ respectively. Recall how ψ is obtained:

Ker(α) F G Coker(α)

CoIm(α) = Coker(d) Im(α) = Ker(e)

d α e

∃!φ

∃!ψ
∼

The map φ is induced by the universal property of the cokernel, thus is O-linear, analo-
gously ψ is induced by the universal property of the kernel, thus is O-linear too. Hence
the category is abelian.

Let us recall some useful concepts concerning the functoriality between presheaves cate-
gories.

Definition A.2. Let u : C → D be a functor between small categories.

up : Psh(D,Sets) −→ Psh(C,Sets)
F 7−→ up(F) := F ◦ u,

(A.3)

and for any arrow α : F → F ′, up(α) is the natural transformation defined by up(α)X :=

αu(X) for all X ∈ Ob(C).

Proposition A.2. The functor up has a left adjoint.

Proof. The proof is by construction. Let F be a presheaf on C. Let A be an object
in D. Define the category AI whose objects are pairs (V, ϕ), where V ∈ Ob(C) and
ϕ : u(V ) → A. A morphism (V1, ϕ1)

t−→ (V2, ϕ2) is given by a morphism t : V1 → V2 in C
such that ϕ2 ◦ u(t) = ϕ1. On this category we consider the diagram AF : AIop → Sets,
defined on objects by AF((V, ϕ)) := F(V ), and if t is an arrow, AF(t) := F(t). Define

puF(A) := lim
AIop A

F . (A.4)

This construction in functorial in A, indeed, given f : A→ B in D, we have that puF(B)

is a cone over the diagram AF . We take as pu(F)(f) the unique map puF(B)→ puF(A)
induced by the universal property of the limit.

V1

A B

v2

u(t)

ϕ1

f◦ϕ1

f

ϕ2

f◦ϕ2

(A.5)
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lim
AIop AF F(V1)

lim
BIop BF

p(V1,ϕ1)

∃! pu(F)(f) p(V1,f◦ϕ1)
(A.6)

Furthermore, we claim that the construction is also functorial in F . Given a natural
transformation α : F → F ′, we obtain, for any object A, a map between the diagrams
AF and AF ′, which in turn induces a map pu(F)(A) → pu(F ′)(A). These maps join
to form a natural transformation pu(α) : pu(F) → pu(F ′). Once pu : Psh(C,Sets) →
Psh(D,Sets) is defined, we proceed to prove the adjunction. We have to show that there
exist isomorphisms

¯: HomPsh(C)(u
p(G),F) ≃ HomPsh(D)(G, puF) (A.7)

functorial both in F and G.
For any A ∈ Ob(D), G(A) is a cone over A(u

pG), hence there exists a unique map ηG(A) :
G(A)→ puu

pG(A) such that for every (V, ϕ) ∈ Ob(AI), it holds that G(ϕ) = p(V,ϕ)◦ηG(A).
ηG : G → uu

pG is a natural transformation: pick f : A→ B

G(B) puu
pG(B)

G(A) puu
pG(A) G(u(V ))

G(f)

ηG(B)

p(V,f◦ϕ)
puupG(f)

ηG(A) p(V,ϕ)

(A.8)

The triangle on the right is commutative, then puu
pG(f) ◦ ηG(B) is the unique map

g : G(B)→ puu
pG(A) such that for every (V, ϕ), it holds that p(V,ϕ) ◦ g = G(f ◦ ϕ). Since

ηG(A) ◦ G(f) has this property too, they coincide.
η : 1Psh(D) → puu

p is natural: consider an arrow δ : G → G ′, we have that

G puu
pG

G ′ puu
pG ′

ηG

δ puup(δ)

ηG′

(A.9)

is commutative iff, for any A ∈ Ob(D), the left square of

G(A) puu
pG(A) G(u(V ))

G ′(A) puu
pG ′(A) G ′(u(V ))

ηG(A)

δ(A) puup(δ)(A)

p(V,ϕ)

δ(u(V ))

ηG′(A)
p′
(V,ϕ)

(A.10)

is commutative. The right hand square commutes by definition of pu. Using the naturality
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of δ we get

p′(V,ϕ) ◦ puup(δ)(A) ◦ ηG(A) = δ(u(V )) ◦ G(ϕ) =
G ′(ϕ) ◦ δ(A) = p′(V,ϕ) ◦ ηG′(A) ◦ δ(A) ∀ (V, ϕ).

(A.11)

As above we conclude that the square is commutative.
The arrow η just defined will serve as the unit of the adjunction. We now turn to find a
counit. Let X ∈ Ob(C) and F be a presheaf on C, and consider the map

uppuF(X)
p(u(X),idu(X))−−−−−−−−→ F(X). (A.12)

It is maybe convenient introduce the notation pF(V,ϕ) for the projections from the limit, to
keep track of the diagram involved. We define ε : uppu → 1Psh(C) by setting εF(X) :=

pF(u(X),idu(X))
. The naturality of ε in both X and F follows directly from the definitions.

At this point we can prove the adjunction. Given α : upG → F , we define ᾱ := pu(α)◦ηG,
as if η were the unit. Vice versa, given β : G → F , we define β̄ := εF ◦ up(β). These
assignments are mutual inverse. In fact for any X ∈ Ob(C)

¯̄αX = pF(X,idu(X))
◦ ᾱu(X) = αX ◦ G(idu(X)) = αx. (A.13)

G(u(X)) F(X)

G(u(X)) puu
pG(u(X)) puF

αX

id

ηG(u(X)) pu(α)(u(X))

pu
pG pF (u(X)) (A.14)

And for any A ∈ Ob(D) and any (V, ϕ) in AI, we have

pG(V,ϕ) ◦
¯̄βA = β̄V ◦ G(ϕ) = pF(V,id) ◦ βu(V ) ◦ G(ϕ) = pF(V,id) ◦ puF(ϕ) ◦ βA = pG(V,ϕ) ◦ βA (A.15)

This concludes the proof, because the naturality in F and G of the bijections is a conse-
quence of the naturality of ε and η, and of the functoriality of pu and up.

Remark A.1. Let (A, U) be a type of algebraic structure. [11] We can define, keeping the
notations of proposition A.2, up : Psh(D,A)→ Psh(C,A) by up(G)(X) := G(u(X)). We
can also define pu between categories of presheaves on A, using the same limit used for
Sets. This is possible since A admits all limits. Given a presheaf of algebraic structures,
either defined on C or D, we can compose it with U and obtain its underlying presheaf
of sets. Moreover, this operation, commutes with both up and pu: it is clear for up;
while for pu it follows from the fact that U commutes with limits in A. Observe that
the previous proof would still hold even if, in place of the category of sets, we had any
algebraic structure. Indeed, the only property of Sets used in the proof, is completeness.
Hence there is an adjunction up ⊣ pu even between presheaves of algebraic structures.
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Examples of types of algebraic structures are (Ab, U) and (Ring, U), where U denotes
the forgetful functor in both situations.

This last remark enables us to define the functors up and pu even between categories of
presheaves of modules.
Let u : C → D a covariant functor between small categories. Let O ∈ Psh(D,Ring).
Suppose that G is a presheaf of O-modules, this amounts to say that it is an abelian
presheaf with a natural transformation ν : U ◦ O ×U ◦ G −→ U ◦ G, satisfying properties
in Definition A.1. We can compute upG as an abelian presheaf, and endow it with the
action

up(U ◦ O × U ◦ G) up(U ◦ G)

U ◦ (upO)× U ◦ (upG) U ◦ (upG)

up(ν)

(A.16)

Here we used that U commutes with up, and up commutes with limits. This last property
can be checked directly, but it is also a consequence of the fact that up has a left adjoint up
[11]. Observe that, for any X ∈ Ob(C), this new action actually turns upG(X) = G(u(X))

into an O(X) module, simply because up(µ)X = µu(X). Furthermore, for any arrow
δ ∈ HomO(G,G ′), the diagram

upO × upG G

upO × upG ′ G ′

up(ν)

id×up(δ) up(δ)

up(ν′)

(A.17)

is commutative, because it is obtained applying up to the diagram encoding the O-linarity
of δ. Hence up(ν) is O-linear.
This discussion yields a functor PMod(O)→ PMod(upO), which we call again up, since
it is compatible with the definition of up on abelian presheaves.
Now, we move to definition of pu : PMod(upO)→ PMod(O).
Pick an upO-module (F , µ), the abelian presheaf puF can be endowed with a structure
of O-module in this way :

U ◦ (puupO)× U ◦ (puF) pu(U ◦ (upO)× U ◦ F) pu(U ◦ F)

U ◦ O × U ◦ (puF) U ◦ (puF)

∼ pu(µ)

U(ηO)×id

(A.18)
This was possible since also pu preserves limits, being a right adjoint. For any A ∈ Ob(G),
pu(µ)A defines a structure of puupO(A)-module on puF(A), which in turn becomes a O-
module by restriction of scalars, trough ηO(A). As before, we consider an arrow γ : F →
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F ′ in PMod(upO), the commutative diagram

O × puF puu
pO × puF F

O × puF ′
puu

pO × puF ′ F ′

ηO×id

id×pu(γ)

pu(µ)

id×pu(γ) pu(γ)

ηO×id pu(µ′)

(A.19)

reveals that pu(γ) is O-linear.

Proposition A.3.

PMod(O) PMod(upO)

up

pu

⊥ (A.20)

Proof. Let (F , µ) be an upO-module and (G, ν) be an O-module. Since HomO(G, puF) ⊂
HomPsh(D,Ab)(G, puF) and HomupO(u

pG,F) ⊂ HomPsh(C,Ab)(u
pG,F), it is enough to show

α : upG → F isupO − linear ⇐⇒ ᾱ : G → puF isO − linear.

It is all about writing down the suitable diagrams.
⇒) We have to prove the commutativity of the external rectangle of

O × G G

O × puu
pG puu

pG

puu
pO × puu

pG

puu
pO × puF

O × puF puF

id×ᾱ

ν

id×ηG ηG

ᾱ

ηO×id

pu(α)

pu(ν)

id×pu(α)

pu(µ)

The upper rectangle commutes by naturality of η as the unit of the adjunction up ⊣ pu

within presheaves of sets, while the lower commutes because of the hypothesis on α.
The proof of ⇐) is analogous.

Proposition A.4. Let C be a small category and O : C → Rings a presheaf of rings.
Then PMod(O) has enough injective objects.

Proof. Consider the discrete category Ob(C). There is a canonical functor i : Ob(C) →
C , X 7→ i(X) = X. Because of the discussion above, we have ip ⊣ pi : PMod(O) →
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PMod(ipO). Let us provide an explicit description of ip, η, ε in relation to this specific
situation. Let F an ipO-module,

piF(X) = lim
XI

XF =
∏

dom(φ)=Y
φ∈hX

F(Y ). (A.21)

Where hX denotes the maximal sieve22 on X. The limit coincides with the product
because XI is discrete, since in Ob(C) there are no maps except for the identities. The
counit ε : ippi⇒ 1PMod(ipO) is specified by:

∀ F ,∀ X ∈ Ob(C),
∏

dom(φ)=Y
φ∈hX

F(Y )
εF (X)=πidX−→ F(X). (A.22)

For G in PMod(O), the component X of ηG is induced by universal property of the
product.

G(X)
∏

dom(φ)=Y
φ∈hX

G(Y )

G(Y )

∃! ηG(X)

G(φ)
πφ

(A.23)

Observe for later use that ηG(X) is a monomorphism (in the category of O(X)-modules).
To see this, suppose the existence of χ : A → G(X) such that ηG(X) ◦ χ = 0, then
G(φ) ◦ χ = 0 ∀φ ∈ hX . In particular if φ = idX , we have χ = 0.
An object F in PMod(ipO) is just a collection

(
F(X)

)
X∈Ob(C), where F(X) is an O(X)-

module. Similarly, a morphism F → F ′ is a collection of morphisms of O(X)-modules,
indexed by X ∈ Ob(C). Hence, a presheaf of ipO-modules H is injective iff H(X) is
injective as O(X)-module, for all X ∈ Ob(C). Suppose for a moment that for any F as
above we have a monomorphism γF : F → I(F) into an injective object. Since pi has a
left adjoint which is exact, pi

(
I(F)

)
is still an injective object [14], and of course pi(γ)

remains a monomorphism. Now, for any G in PMod(O), we follow the previous argument
with ipG, so that we obtain the monomorphism pi(γipG). Then

G pii
pG pi

(
I(ipG)

)ηG pi(γipG) (A.24)

is a monomorphism from G into an injective object.
So we are left to find γF . Recall that if R is any ring, and M is an R-module, we have an
injection

eM :M →
∏

HomAb(M,Q/Z)

HomAb(R,Q/Z), (A.25)

22It means that hX is the set of all the functions with codomain X
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and the target is an injective R-module. Thus, we can define γF(X) := eF(X) and
I(F)(X) :=

∏
HomAb(F(X),Q/Z) HomAb(O(X),Q/Z)

B Relative bar resolution

Definition B.1. A relative abelian category consists in a pair of abelian categories
(A,M) together with a functor □ : A →M which is additive, exact and faithful.

Definition B.2. A short exact sequence 0→ K
χ−→ B

σ−→ C → 0 in A, also denoted χ||σ,
is said relatively split, or □-split if the sequence □χ||□σ splits in M.
A monomorphism χ is said allowable, or □-allowable, if χ||coker(χ) is relatively split.
Dually, an epimorphism σ is said allowable if ker(σ)||σ is relatively split.
In general, a morphism α is said allowable if: Im(α) is an allowable monomorphism and
Coim(α) is an allowable epimorphism.

Recall that an exact sequence 0 → M
f−→ N

g−→ L → 0 in an abelian category, is split if
and only if g has a right inverse (section) or f has a left inverse (retraction). In light of
this, we show that a morphism α : B → C in A is □-allowable if exists s : □C → □B
such that □α = □α ◦□s ◦□α. Consider an epi-mono factorization of α:

B C

Im(α)

α

e m
(B.1)

We have □(m ◦ e) = □(m ◦ e) ◦ s ◦ □(m ◦ e). Since □ is exact, □e is an epimorphism
and □m is a monomorphism. Then we obtain id = □e ◦ s ◦□m. Therefore, e has a right
inverse and m has a left inverse, which implies that e = Coim(α) and m = Im(α) are
allowable.

Definition B.3. A resolvent pair is a relative abelian category such that □ has a left
adjoint.

We fix some notations for later use: Denote F the left adjoint of □; η : 1M → □F the
unit of the adjunction; ϵ : F□→ 1A is the counit.

Example B.1. Let ι : S → R an homomorphism of rings. An R-module M , can be
seen as an S-module by restriction of scalars, i.e. defining s · m := ι(s) · m for s ∈ S

and m ∈ M . Moreover any morphism f : M → N between R-modules, is also S-
linear since f(s · m) = f(ι(s) · m) = ι(s) · f(m) = s · f(m). Is then defined a functor
ι∗ : Mod(R)→Mod(S) which is clearly additive and faithful. The functor ι∗ is also exact
because the kernel and the cokernel of a morphism between R-modules are unchanged if
it is viewed as a morphism between S-modules. Therefore, ι∗ defines a relative abelian
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category.
Now consider the functor

ι! : Mod(S)→Mod(R)

B 7→ R⊗S B,
(B.2)

where the R-module structure on ι!(B) is defined by r1 ·(r⊗b) = (rr1)⊗b, for all r, r1 ∈ R
and b ∈ B. For any arrow g : B → A, ι!(g) := idR ⊗ g. We have an adjunction ι! ⊣ ι∗,
witnessed by the functorial isomorphism

HomS(B, ι
∗(M)) ≃ HomR(R⊗S B,M)

f ↔ f̄ : r ⊗ b 7→ r · f(b)(
ᾱ : b 7→ α(b⊗ 1R)

)
↔ α

(B.3)

Therefore (Mod(R),Mod(S), ι∗, ι!) is a resolvent pair.

Definition B.4. A relative projective object P , is an object in A such that for any
allowable epimorphism σ : B → C and any morphism f : P → C, there exists a morphism
f ′ : P → B such that σ ◦ f ′ = f.

Proposition B.1. All object of the form F (M), for some M in M, are relative projective.

Proof. For any f : F (M) → C and any allowable epimorphism σ : B → C, we have to
find an arrow f ′ : F (M)→ B such that f = σ ◦ f ′.

M □F (M)

□B □C

ηM

□f

□σ

s

(B.4)

Here, s is a right inverse of □σ, since σ is an allowable epimorphism. Moreover, by
the universal property of unit, there exist a unique map f ′ : F (M) → B such that
s ◦□f ◦ ηM = □f ′ ◦ ηM .

M □F (M)

□B

□C

ηM

s◦□f◦ηM

□f◦ηM

□(f′)

□σ

(B.5)

The external diagram commutes, then both f and σ ◦ f ′ fit in □(_) ◦ ηM = □f ◦ ηM , hence
they must coincide, again by the universal property of η.
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Definition B.5. Let A be an object of A. A relatively projective resolution of A is a
complex · · · → P2 → P1 → P0 in A together with a map ε : P0 → A such that all the Pn’s
are relative projective and · · · → P2 → P1 → P0

ε−→ A is a long exact sequence. Besides, a
resolution is said allowable if both ε and all differentials of the complex P• are allowable
morphisms. Finally, a resolution is said relatively free if Pn = F (Mn) ∀n ∈ N for some
Mn in M.

We claim that any object in A has a relatively free (and hence relatively projective)
resolution.
Let C in Ob(A). Define

βn(C) :=

{
C n = −1
(F□)n+1(C) n ≥ 0,

(B.6)

where (F□)n indicates the (n+1)-fold iteration of the functor F□ : A→ A. The image of
these objects trough □ can be arranged in a sequence, setting s−1 := η□C and sn := η□βn(C)

for n ≥ 0.
□C □β0(C) □β1(C) . . .

s−1 s0 s1 (B.7)

Proposition B.2. There are unique A-morphisms

ε : β0(C)→ C ∂n : βn(C)→ βn−1(C) for n ∈ N, (B.8)

which make β•(C) a relatively free allowable resolution of C with s• as a contracting
homotopy in M. This resolution, with its contracting homotopy, is a covariant functor of
C.

Proof. s• is a contracting homotopy if id□βn(C) = □∂n+1 ◦ sn + sn−1 ◦ □∂n holds for all
n ≥ −1, with ∂−2 = 0. For n = −1, it has to be □ε ◦ η□C = id□C , thus, by universal
property of the unit, ε must be equal to ϵC . From this we deduce also that ϵC is allowable,
since it has a right inverse. The successive differentials are now defined by recursion, so
that s will be a contracting homotopy: assume that ∂0, ∂1, . . . , ∂n have already been
defined, ∂n+1 must be the unique arrow such that □∂n+1 ◦ η□βn(C) = id□βn(C)− sn−1 ◦□∂n
holds.

□βn+1(C) □βn(C) □βn−1

□F□βn(C) □βn(C) □βn−1

id

□∂n+1

id

□∂n

sn
id

□∂n−1

sn−1

□∂n+1 □∂n □∂n−1

(B.9)

We prove by induction on n that ∂n−1 ◦ ∂n = 0, ∀n ≥ 0.
n = −1). We have □ϵC ◦ □∂1 ◦ s0 = □ϵC − □ϵC ◦ s−1 ◦ □ϵC = □ϵC − □ϵC = 0, thus
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ϵC ◦ ∂1 = 0 again by the universal property of η.

□β1(C) □β0(C) □C

□β1(C) □β0(C) □C

id

□∂1

id

□ϵC

s0
ids−1

□∂1 □ϵC

(B.10)

n⇒ n+ 1). □∂n ◦□∂n+1 ◦ sn = □∂n −□∂n ◦ sn−1 ◦□∂n = sn−2 ◦□∂n−1 ◦□∂n = 0. We
deduce that □∂n ◦□∂n+1 = 0 since sn is a component of the unit of the adjunction.
Furthermore, all differentials are allowable, in fact, ∀n ∈ N0, it holds that

□∂n+1 ◦ sn ◦□∂n+1 = □∂n+1 − sn ◦□∂n ◦□∂n+1 = □∂n+1. (B.11)

Finally we prove functoriality. Given f : C → D in A, we have to define β•(f). A natural
choice is βn(f) := (F□)n(f) for n ≥ 0. We now check that these maps yield a morphism
of resolutions, which means that

(F□)n(f) ◦ ∂Cn = ∂Dn ◦ (F□)n(f) ∀n ∈ N, and □f ◦ ϵC = ϵD ◦ F□(f). (B.12)

The last equality in (B.12) is just a consequence of naturality of ϵ.
Let n = 1 for simplicity, all the equalities with n ̸= 1 can be proved in an analogous way.
The adjunction F ⊣ □ provides the following commutative diagram:

HomM(□β0(C),□β0(C)) HomA(β1(C), β0(C))

HomM(□β0(C),□β0(D)) HomM(β1(C), β0(D))

HomM(□β0(D),□β0(D)) HomM(β1(D), β0(D))

¯

□β0(f)◦_ β1(f)◦_

_◦□β0(f) _◦β1(f)

(B.13)

Using the naturality of both η and ϵ we get □β0(f) ◦ (id− sC−1 ◦□ϵC) = (id− sD−1 ◦□ϵD) ◦
□β0(f). This implies that

β1(f) ◦ ∂C1 =β1(f) ◦ (id− sC−1 ◦□ϵC) =

□β0(f) ◦ (id− sC−1 ◦□ϵC) =(id− sD−1 ◦□ϵD) ◦□β0(f) =

(id− sD−1 ◦□ϵD) ◦ β1(f) = ∂D1 ◦ β1(f)

(B.14)

The relatively free resolution just presented, is named unnormalized bar resolution.

Example B.2. We present a particular resolvent pair that is relevant to our initial pur-
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pose. Let C be a small category, and ι : O → R a morphism of presheaves of rings.
Take A := PMod(R) and M := PMod(O). A relative abelian category arises con-
sidering the functor □ : PMod(R) → PMod(O) described by □F(X) = ι∗X(F(X)),
whenever F is an R-module and X is an object of C. Similarly to ι∗ of the Example
B.1, the functor □ has a left adjoint F , which associates to N in PMod(O) the presheaf
R⊗O N : X 7→ R(X)⊗O(X) N (X).[11]
In order to construct relatively free resolutions, it will be necessary to have a description
of the unit and counit of the adjunction. The (N , X)-component of the unit is

ηN (X) : N (X)→ R(X)⊗O(X) N (X)

b→ 1⊗ b
(B.15)

while the (F , X)-component of the counit is

ϵF(X) : R(X)⊗O(X) F(X)→ F(X)

r ⊗ c→ r · c
(B.16)

Once N ,F are fixed, also the isomorphism ¯ : HomO(N ,□F) ≃ HomR(R ⊗O N ,F)
can be described using Example B.1. Indeed, given α : N → □F , we have ᾱX = (αX),
where the second bar is referred to the adjunction (ιX)! ⊣ (ιX)

∗. Fix an R-module F . We
compute the differentials of β•(F) in this specific resolvent pair.

. . . β3(F) R⊗O (□(R⊗O □F)) R⊗O □F F 0
∂3 ∂2 ∂1 ϵF

We have shown that ∂1 = idβ0(F) − η□F ◦□ϵF . Therefore, for X a generic object in C

∂1(X) : R(X)⊗O(X) (□(R(X)⊗O(X) □F(X)))→ □(R(X)⊗O(X) □F(X))

r ⊗ (r1 ⊗ c) 7→ rr1 ⊗ c− r ⊗ r1c
(B.17)

The higher differentials are determined by induction; assume that the form of ∂n−1 is

∂n−1(X) : r ⊗ r1 ⊗ · · · ⊗ rn−1 ⊗ c 7−→
n−1∑
i=0

(−1)ir ⊗ · · · ⊗ riri+1 ⊗ · · · ⊗ rn−1 ⊗ c

Observe that ∂1(X) actually has this form, whence the basic step is true.
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Using ∂n = idβn−1(F) − sn−2 ◦□∂n−1, we obtain

∂n(X)(r ⊗ r1 ⊗ · · · ⊗ rn ⊗ c)

= r ·
(
r1 ⊗ · · · ⊗ rn ⊗ c− sn−1

( n∑
i=1

(−1)ir1 ⊗ · · · ⊗ riri+1 ⊗ · · · ⊗ rn ⊗ c
))

= rr1 ⊗ · · · ⊗ rn ⊗ c−
n∑
i=1

(−1)ir ⊗ r1 ⊗ · · · ⊗ riri+1 ⊗ · · · ⊗ rn ⊗ c

=
n∑
i=0

(−1)ir ⊗ r1 ⊗ · · · ⊗ riri+1 ⊗ · · · ⊗ rn ⊗ c

(B.18)
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