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In July 2003 two US senators, Ron Wyden and ByrorgBn, publicly denounced a
Pentagon plan to create an on-line ‘market foloterAnonymous buyers and sellers
would exchange on a governmental website ‘futubesefrrorist attacks’, effectively
betting on how likely a certain site or promineamdividual were to become a target of
Bin Laden’s kamikazes. The project, initially alkded an $8 million budget for two
years, was defined ‘morally repugnant’ and ‘grotes@nd was quickly withdrawn by
the Bush administration following outrage in thediaeand the public opinioh.

The aborted plan wasn’'t merely an odd combinatfcarimy idiocy and market
extremism. The market for terrorism was in many svaytting-edge science. It was
inspired by the repeated successful use of eldéctroarkets to forecast uncertain events.
The prototype and most famous example, the lowetileic Markets, had been running
since the late eighties and had successfully piediihe results of major political events,
notably the US presidential elections, with bettargin of errors than the latest polls.

The roots of electronic markets lie in experimeet@nomics, a research programme
recognised by the 2002 Nobel PrfZ€he key idea — known as the ‘Hayek Hypothesis’ —
is that markets can be extremely efficient mechmasifor the aggregation of information.
Indeed they are able to perform the remarkabl& tidransforming imperfect individual
information into an efficient market outcome, byane of a signal (a price) that
incorporates at once all the preferences and exfi@as of the individuals in the market.

" 1 would like to thank all participants to the ‘Re&mativities of Economics’ meeting for the liveiyd
interesting discussion during and after the worksho particular, Vincent Lepinay, Edward Nik-Kaphil
Mirowski, and Yuval Millo provided many comments isf helped to improve the paper. As usual, | am
responsible for all the remaining mistakes.

! See Hulse (2003).

2 Two faculty members of the University of lowa wtem the first electronic market in 1988 (Robert
Forsythe and Forrest Nelson) had worked for mamysyat the California Institute of Technology, afe
the pioneering centres for experimental econonfiossythe is an experienced experimenter himsekyas
other current directors of the lowa project likgd®Berg and Thomas Rietz. (I'd like to thank JoBesg
for providing this information, in personal commeiiion.)



The Hayek Hypothesis was a key weapon in the hahfiltee-market apologists during
the so-called ‘socialist calculation debate’ of thieties, but for a long time was little
more than a speculation based on fairly abstrasgphical assumptionsGeneral
equilibrium models in the Walrasian tradition moreoseemed to have cast doubt on the
hypothesis, by relying heavily on perfect inforroatiand other unrealistic assumptions to
prove the theoretical existence of efficient eduidi; until, very recently, the Hayek
Hypothesis was corroborated in a series of ingenialoratory experiments. The authors
of such experiments were leading economists likende Smith and Charles Plott, who
since the sixties had devoted their career to coctitg little ‘flesh and blood’” markets
(with real human subjects) in their university I&t#&conomists were also quick to exploit
the opportunities provided by the internet revauatiand the Hayek Hypothesis soon
took the very concrete form of future markets feergs of all sorts — from the results of
political elections to the Oscars, and indeed -evitenot for the two senators and a
hypersensitive post-9/11 public opinion — for teisbattacks

But these are neither the only nor the most impbaplications of experimental
economics to date. Since the eighties experimestaiomists have designed
mechanisms for the allocation of airport slots (Gee, Isaac and Plott 1989), for the
pricing of space stations (Plott and Porter 1988)the regulation of inland water
transportation (Hong and Plott 1982), of the gasigtry (Grether and Plott 1984), and of
gas transportation networks (Plott 1988); for tbestruction of the new Arizona Stock
Exchange (Smith and Williams 1992), for the regalabf the market for new physicians
and surgeons (Roth and Peranson 1999), and falltoation of telecom licences (Plott
1997, Guala 2001). The list is incomplete and likelgrow in the next few years. The
experimental game theorist Ken Binmore, who cogtesi with Paul Klemperer the
widely acclaimed 3G mobile phone auctions in the Uresees applications in some
key areas of the welfare state. How about a mdokétospital beds?

One way to do that would be to run a computerisatkat. Not the idiot internal
market of Mrs Thatcher ... | cannot imagine a moresjponsible experiment ... a
real computerised market so each morning someonedach hospital can
update their screen and say what they are willbnguy and sell beds for because
you have to have an exchange of real resourcehifoto work. (Binmore in
Atkinson 2000, p. 22).

Given the current political climate, this is notwmlikely prospect. Experimental
economics is a relatively rare instance of soderee thatvorks | mean ‘work’ in a
very broad way: it works sociologically, for aft@tow-key start it has been generally

% Which doesiot mean that it wasn't successful in winning the angat on the (im)possibility of a
centrally planned efficient economy.

* Smith (1982a), Davis and Williams (1991), Ploi@R).

® See for instance the Austrian Political Stock Markhe Election Stock Market at the University of
British Columbia, and the Hollywood Stock Excharfgk internet addresses are in the bibliography).

® The auctions raised £22.5 billion for the governmer approximately 2.5% of UK GDP; see Binmore
and Klemperer (2002), Klemperer (2004).



accepted within the scientific profession, as reised by the Nobel PriZelt works also
scientifically, in the sense that it generatesicaple results, allows one to make fairly
precise predictions, and seems to provide strosighits in the mechanisms that govern
market behaviour. Experimental economists have beeome so arrogant to name their
society theEconomic Science Associatigithe subtext regarding the rest of economics
is pretty obvious and astonishing - this is notalé club of cranks or heterodox social
scientists.)

But most importantly, as we have seen, experimeuahomics can be (and has been)
used effectively tantervene to change the institutions that regulate and dioate
economic behaviour. Which takes me finally to taguwely Austinian title of this
chapter. Economists traditionally do thinggh models and field data; these are their
basic tools, upon which their persuasive powersialy rely. In order to do things
‘with’, they do thingso models and data — they manipulate them, analgsa,tAnd try
to show ‘what would happen if’ such and such agolvere to be implemented in such
and such circumstances. With experimental economicsntrast you cado things to
the economyYou can manipulate and intervene in the microreaties you have built in
your laboratory, and this activity in turn is ingtmental to intervening in real-world, full-
size markets.

This view of laboratory experimentation as a tasldhanging and building economic
entities emerged slowly and with difficulty oveetiiears, having to struggle against a
tradition that sees experiments in quite a diffeligit, as aimed mainly at theory-
testing. Actually the struggle is not quite ovet, ythough the building tradition seems
to gain more and more momentum. Part of this pep@evoted to drawing the contrast
between these two traditions. | hope you will excog/ schematic attempt at
reconstructing some very recent history of sciefargf is eventually aimed at making a
point about the core theme of this volume. Thedaud, | want to claim, are winning
because they have understood performativity — teast they have learnt how to use it
constructively. The testers have chosen a weak habdecial science, according to
which performativity is primarily an impediment fecientific research. On the contrary,
performativity is aresourcefor the social scientist, and a very powerful toe

1. Testersand builders

That one could do things with experiments was byneans obvious in economics only a
couple of decades ago. The relatively quick breakith of experimental economics
within the current (broadly neoclassical) paradigould be an interesting topic for a
historian of science, but is a story that still e@ns to be told. What we have got instead
is a series of recollections by the main protagerigpublished partly for the sake of
historical record, partly for propaganda, partly iitatantly self-serving purposes — which

" There is still some resistance, in the form otireiarguments about the absence of laws in thalsoc
sciences, the ‘fact’ that human beings are ‘freehtnose’ etc. (see for instance Economics Focu$)200
But these are by now rear-guard skirmishes in tebtiat has been largely won by experimental
economists.



have crystallised in a sort of ‘official’ history experimental economiésWhat follows
is by no means intended to fill the gap but rathesketch the minimal historical
background, without which it is difficult to appiate the significance of the laboratory
revolution in economics.

I'll skip the usual and useless attempts to traesfitst prehistoric experiment back in
time. Whether it was some betting experiment indiighteenth century or a laboratory
study of consumer theory in the nineteen-thirtias lttle importance, because
experimental economics in its present form is ehtia post-WWII phenomenon. The
mythology of the discipline customarily identifitgee foundational moments. The first
one is the Santa Monica conference held in 1952revthe newborn American
community of experimental game theorists met shaftier the publication of von
Neumann and Morgensternilfieory of Games and Economic Behayi®44). Many
contributions described how real human beings fa®sed to perfectly rational agents)
behave in simple social dilemma and bargainingasibns. The second foundational
event was almost simultaneous: the 1952 confereeickin Paris where the earliest
empirical counterexamples to von Neumann and Maitgen's expected utility theory
were presented to an audience of distinguishedosoists and statisticians. Like the
Santa Monica conference, the Paris meeting wasgiethby the publication dfhe
Theory of Gamedut focused more specifically on individual demmsmaking. The third
event is slightly posterior and significant almosty with hindsight: in 1962 Vernon
Smith (later to become Nobel Laureate, in 2002)ipbed his first experimental paper
on the equilibrating and efficiency properties aharket governed by a double oral
auction institutior.

A story based on the foundational myths leads ypettaightforwardly to identify three
main currents within contemporary experimental ecoies: game-theory experiments,
decision-theory experiments, and market-experimdifis is as accurate a taxonomy as
many others, but turns out to be not very usefuhiyg purposes. In order to understand
what goes on in experimental economics, | beligug,more useful to identifyjwo

distinct approaches: | shall call them respectiviegtheory-testingor ‘testing’, for

short) and thénstitution-building(or ‘building’) approach. This classification doast

cut at the level of the theories that drive expental research, but at the deeper level of
the purposes of experimentation itself.

Roughly, the testers see experimentation througtsplectacles of a philosophy of
science textbook of the sixties; the builders,antcast, are interested in ‘doing things

8 Examples can be found in Smith (1991a; 1992), ®awid Holt (1993, Ch.), Friedman and Sunder (1994,
Ch.9), Kagel and Roth (eds. 1995, Ch.1). Leona®84) is the only study by a professional histotlzat |
know of, but focuses on bargaining experiments .ddiyowski (2002) reconstructs the milieu of mid-
twentieth century economics, where the conditiamgte birth of experimental economics were created
and devotes a short section to Vernon Smith’s exptal research programme (pp. 545-551). Two PhD
dissertations at Notre Dame are beginning to ingat the origins of experimental economics anthef
mechanism design tradition (Lee 2004, Nik-Kah 2004)

° The proceedings of the Santa Monica conferencputstished as Thrall, Coombs and Davis (1954),
those of the Paris conference can be found in C{R52). Vernon Smith’s first experimental paper is
Smith (1962).



with experiments’. (I shall explain what this meamsnore detail soon.) This dichotomy
maps onto the traditional three-fold classificatrather straightforwardly. Most of
decision theory belongs to the testing approacth naost market experiments fall in the
building camp. Game theory experiments are spreaubs the divide.

It is important to stress that the two groups arteneatly separated, and many people
work in both traditions. Perhaps it is more accaitatsay that testing and building refer
to two logics of experimentation rather than twibds. The building/testing taxonomy
helps to understand, to begin with, why experimsnit@ppen to have a mixed reputation
in neoclassical economics. On the one hand, expetahresults are frequently invoked
by the enemies of neoclassicism, as providing timate evidence (what is stronger
than experimental evidence, after all?) that tleeiked theory is deeply flawed. On the
other, experimental economics is often cited asuace of most stunning confirmations
of the standard theory; indeed experiments ared@the frontier of some impressive
market reforms inspired by neoclassical economics.

Part of the explanation is that testers and bsltemd to have very different agendas.
Testers are often also dissenters; they look fotagons of the standard theory in the
laboratory, and they find plenty. Builders have @encautious attitude, they work inside
the orthodoxy and tend not to make bold claims tinay scare their fellow neoclassical
economists. They also find lots of anomalies, tattsgically highlight the discoveries
that are broadly consistent with the neoclassioaits

The testing approach moreover tends to transgissiplihary barriers. The testers of
decision and game theory work in close contact esberimental and cognitive
psychologists. They sometimes call themselves Wieheal economists’, by way of a
contrast with the neoclassical habit of reasoningifmodels rather than from empirical
data. Behavioural economists rely on various sauofempirical evidence, including
laboratory experiments. They try to construct akive models of human decision-
making that usually depart from the standard assiomgof rational behaviour and are
more firmly based on the data. In general, theytdyet along very well with mainstream
economists?

Once upon a time the rhetoric of theory-testing pr@valent. In order to locate the shift
in the balance of power between the testing andbtiiding traditions it is useful to
examine the official propaganda of the disciplinenethodological articles, presidential
addresses, and books (the sort of stuff econohists normally write, unless there is a
very good political reason to do so). It is difficto say exactly when the shift took place,
but my hunch is that it is fairly recent. Althougitoneers like Charles Plott have been
writing from a ‘building’ perspectives since thalgaighties (see e.g. Plott 1981), the

0 1he history and current practice of experimentahetnics cannot be fully understood if one does not
take the divide between psychology and economigsusdy. The builders fought the battle on two fiin
at a purely rhetorical level, as mentioned in tr@mtext, but also at a more subtle methodolodeas!,

by introducing standards of experimental validitgttare at the same time more strict, more formalis
and more in line with the usual assumptions of eotin theory, than those customarily adopted by
experimental psychologists (I'll discuss these déaids in section 4 below).



testing rhetoric is still prevalent in methodolaioverviews like Smith (1989) or Smith,
McCabe and Rassenti (1991). In the nineties, slotilgs like “The Economist as
Engineer” (Roth 2002) dPaving Wall Street: Experimental Economics andQoest for
the Perfect MarkegMiller 2002) have begun to appear more and maguiently™* In

his post-Nobel writings, Vernon Smith engages iroa@rt apology of the instrument-
building tradition in the natural sciences, fromigfheconomists have much to learn, in
his view: ‘I think all sciences are influenced faore by the machines builders than
either the theorists or experimentalists’ (Smit@24&, p. 69); ‘it's the machines that drive
the new theories, hypotheses, and testing progtiaasake you from atoms, to protons,
to quarks’ (2002b, p. 105).

2. An example: social dilemma experiments

What kind of ‘machines’ can be built in an econotaiz? Since most people are not
familiar with economic experimentation, it is wortlustrating by means of a simple
example. Social dilemma experiments are a goodlmasause like most game theory
experiments they cut across the divide betweetefiteng and building traditions. They
are also among the most replicated experimentshapgen to be widely popular outside
of economics too. In a social dilemma situatioragant acts under the influence of two
considerations pulling in opposite directions. Biadil strategic considerations suggest
that the individual payoffs are maximised by follagyone specific strategy (the ‘free
riding’ strategy), but it is easy to see that thitonal strategy leads to a socially inferior
(Pareto-inefficient) outcome if universally follodieThe simplest and most popular
social dilemma situation is the one-shot prisondiflsmma game (Table 1).

Left | Right

Up 55 | 0,10

Down | 10,0 | 2,2

Tablel

The first number in each cell represents the payfotiie row player, the second one of
the column player. Here the free riding strategiesDown for Row and Right for
Column, leading to a payoff of 2 units each. Thesoming behind this solution (the
Nash-solution or Nash-equilibrium of the game, friti@ mathematician John Nash,
recently celebrated in the Hollywood moveBeautiful Mind is simple: whatever
Column may do, Row is better off by playing Downgdaimilarly Column is always
better off by playing Right, regardless of what tpponent does. But, somehow
paradoxically, both would be better off if they yda Up-Left.

1 See also Plott (1987, 1994), Smith and Willian&9@), Roth (1991), Schotter (1998), Milgrom (2Q04)
Klemperer (2004).



The game in the laboratory is usually played siemébusly via computer networks and
without the possibility of binding agreements; cumsérily players are also denied face-
to-face interaction and the possibility of commuaticn. | say ‘customarily’ because in
three decades of experimentation almost every Iplesgariation in the set-up has been
explored, and it has been discovered that diffesenaingements have significant effects
on the result$? | can’t review these results in detail here, iisavell known in a
‘standard’ social dilemma experiment a considerabi@ber of subjects play
cooperatively (Up-Left, in the game above) conttaryhe prediction of standard
economic theory.

What does this mean? Most testers are pretty adahetrthis is a falsification of the
standard theory. What ought to be done, surely isject the theory, and replace it by a
better one that is able to account for this anemtbbust empirical anomaliéSBuilders
have a more sophisticated attitude: they begindliging that several subjects cooperate,
but many others free ride. Then they ask what eaddme to put them in line — whatever
the ‘line’ is. Under what conditions does everybsdyehaviour converge on the Nash
equilibrium? And under what conditions does it cenge to the Pareto optimum? How
can we help people to achieve a desirable distabwf the payoffs (once ‘desirable’ has
been defined precisely enough, of course)?

We shall examine some of the tools that buildeesfasthis purpose later on. Here |
would like to notice that the testing traditionsgée all the anomalous evidence it has
accumulated, has been quite ineffective in defgdtie standard theory. Why? A
standard answer is that economists are simply oad gcientists, that they are hopelessly
influenced by their ideological commitments, or bining along these lines. Another
line, the one that | will follow here, is that inder to be successful you need to learn to
do thingswith experimental economics, and the testers havd&een very successful at
that. The builders are way ahead from this resject builders are not interested in
refuting the received theory. They rather wanideit, alongside with many other tools
(such as, crucially, experiments) to perform theneenic world.

3. Performativity as experimental bias

The debate on performativity in social science setodfocus on two interrelated issues.
The first one is a general ontological thesis comog the nature of social entities. Social
properties are extrinsic properties of a speciadikthey depend on the context, and in
particular on what other human beings know, believén a single woréhtendabout the
entity in question. The Queen (the individual Bhistih Alexandra Mary Windsor) is the
gueen only if she is widely recognized as such.legtimate claim to the throne,
moreover, depends on the original performancesafrs of actions — including

2 The most common format nowadays is probably neptisoner’s dilemma game but the so-called
public goods game, where subjects play in groupeweéral players and have to decide how much money
out of a given sum to contribute to a ‘public patjeknowing that the latter will produce some reue

that will be divided equally among the membershef group independently of their individual
contributions. See Ledyard (1995) for an introdutt@nd survey of results.

13 For a representative example of this attitude gf. Kahneman, Tversky and Thaler (1986), Dawes and
Thaler (1988).



linguistic utterances (think of a crowing ceremdoryexample) — which literally brought
her social status into being. The contrast hevatls natural properties (the structure of
the molecule of a given substance, say) that aat thiey are (and constrain what you
can do with them) independently of what people@ahink about them. Of course this
does not mean that certain natural properties @trereated or brought about by human
intervention, nor that human beliefs do not plga# in the genesis of these properties.
But the idea is that natural properties are notdenap’ of such beliefs in the same way as
social properties aré.

The second focal point in the debate concernsribeeps (or processes) by means of
which social entities and phenomena begin, contiang cease to exist. This being an
empirical issue, no entirely general story can plabp be told. But for the same reason,
this is also where most of the interesting act&®rirom a sociological point of view.
Most empirical studies tend to highlight the positieedback effects (or ‘looping’
effects, to use lan Hacking's (1999) expressiorgaafial concepts: if by saying that X
has the (social) property Y we induce people tattkeas if it had property Y, then
property Y may well come into being. The sociaksces, of course, can play an
important role in such processes:

The social sciences seek to refer to referring/iiets in general; the social
sciences are particular instances of referring/iiets. Accordingly, full
independence of knowledge and its referents cammbbped for in the social
sciences. (Barnes 1983, p. 524)

In one of the best applications to economics soféarexample, Donald McKenzie has
analysed how a ‘looping effect’ of this kind ledtte self-referential verification of the
Black-Scholes theory of efficient financial markatghe 1990s. The theory, to use
Austin’s terminology, ‘performed’ the market by pelg creating and sustaining the
entities it postulated. The markets were reformadir@shaped by regulators keeping the
theory in mind; and the pricing model of the theaas widely used by stock-brokers
when they operated in the market itself. This casdy is particularly rich because it also
provides an example of a destructive or ‘countefgpmative’ effect, the bubble created
by the LTCM investment fund which led to its evaittailure in 1998 (McKenzie 2001,
McKenzie and Millo 2003; MacKenzie, this volume).

Michel Callon (1998) has recently proposed to edtitre feedback story to account for
the whole of economics. (Indeed, economics broedhstrued so as to include
accounting, marketing, management, and other disegpcustomarily considered
peripheral to the ‘hard core’ of neoclassical ecoinatheory.) ‘Economics, in the broad
sense of the term, performs, shapes and formaectreomy, rather than observing how
it functions’ (Callon 1998, p. 2). Callon’s projastalso based on a series of detailed
empirical studies of how economics performs theneowy; despite the boldness of the

4 There are now various philosophical analyses @fbifitology of the social world that follow this dirf
thought. Barnes (1983) provides one of the eardindtbest discussions in my view. Searle (1996h&of
the most recent and popular ones. See also G{{b@80), Tuomela (2002).



thesis, again, the presumption is that at the m&vel there may be no general story to
be told here.

A distinctive feature of contemporary work on penfiativity is its awareness of both its
creative (positive) and its destructive (negatas)ects, whereas older accounts tended to
focus on the negative side only. A classical exangpRobert K. Merton’s (1957)

seminal discussion of the self-fulfilling prophedye rumour suddenly spreads that a
bank is about to become insolvent. As a consequetieats begin to withdraw their

money from their accounts. Soon, the rumour tunis rieality: the bank reallg

insolvent, ‘merely’ because people have becomeiooad that it is. Similarly, consider

the much-discussed problem of predicting the resaflan election. A prediction (based

on a poll), once made public, may trigger a ‘banglove or an ‘underdog’ effect that will
falsify the prediction itself.

The ‘Mertonian’ approach sees performativity akradt, both for society and for social
science. For society, because it may lead to d@mastesults such as the failure of a
financially sound bank. For social science, becduslers the boundary between what
scientists say about reality and reality itself] anmany cases seems to be an obstacle
towards the use of social science for the prediatifuture event$? Something like the
Mertonian approach can be found in experimentahecucs too. Performativity worries
are typically raised in the theory-testing traditiand take the form of concerns about the
representativeness of the sample of subjects. fAnelard ‘laboratory rat’ in
experimental economics is the undergraduate studentfor obvious reasons of access
the (self-selected) samples used in most expersrarrtlargely made efconomics
students. The worry then is: do these individualsave like everybody else? Isn’t the
fact that they are taught economic theory a sooft#as in the experiments aimed at
testing the theory itself?

This issue has been famously raised in the coofesticial dilemma experiments. Two
experimental psychologists, Gerald Marwell and Ranties (1981), first presented
evidence that economics majors play the cooperatragegy less often than non-
economics students in games of this kind. One teqgixplanation is that they behave
as free riders because economic theory tells thatthat's the way in which people
generally behave. Furthermore, the theory tellmttieat that’s theational way to
behaveHomo oeconomicuy$f this interpretation is correct, would turn datbe a
straightforward effect of economic theory itseltitBince not all people have a degree in
economics, the Marwell and Ames result opens semioubts about the generalisability
of neoclassical economic models based on the asgumgd rational selfish behaviour. It
also raises the issue of the validity of labora&xperimentation itself: if people are so
diverse that they behave in widely different wagpehding on their cultural and

5t is interesting to see how this purely negafieespective was superseded in different areaseagdhial
sciences. In economic theory, a simple fixed-ptsiebrem can be used to demonstrate the very plitysibi
of positively self-fulfilling predictions (Grunbergnd Modigliani 1954, Simon 1957): a solution igit@ally
possible, therefore the problem has been solvesbdiology, Krishna (1971) first argued that asaiter

of fact social reality itself is the result of a ssé&ve and extraordinary complex series of perforraacts

or self-fulfilling prophecies. The interesting tasken, is to investigate tlebustnes®f social entities
(rules, norms, institutions) to changes in thedfeland desires of individuals and groups.



educational background, how useful can these bestPerformativity becomes a
problem both for the theorist and the experimeritem a theory-testing perspectitfe.

Is this interpretation of the Marwell and Ames fesorrect? Successive studies have
replicated the significant difference between tekadviour of economics and non-
economics students. But they have also cast douthteoperformativity interpretation of
this phenomenon. The most plausible explanatidgheMarwell and Ames result points
towards aselectioneffect: the sort of people who tend to behave nmatevidualistically
are also those who tend to do economics dedfdesa recent study Frey and Meier
(2003) have found that freshers about to startcan@mics degree tend to be less
cooperative eveheforethey have attended their first economics class [Dver
propensity to cooperate remains constant througiheirt university career: teaching
does not seem to make much difference to the wagledehave (although interestingly
the propensity to free ride tends to diminish dlgtbut significantly, during PhD years).

The prominent game theorist Ariel Rubinstein alsguas on the basis of pre- and post-
class test results that teaching does not influémeevay in which students behave — and
fortunately so, he is keen to remark (Rubinsteia9)9Moreover experimenters’
informal experience as well as the systematic @ealpf subjects’ debriefing interviews
suggest that students ofteelievethey are following the theory, whereas in factythee
not!® Indoctrination, again, seems to have less effemt bne may initially have thought.
This of course does not provide much relief to tessical theory — people after all still
behave in various ways that differ widely from theoretical prediction. But it suggests
that those who behave as predicted by economicytlikonot do it because they have
been taught to do so. Which, in turn, shows twogsi first, it's probably not so easy to
make people behave as economists think they sh8atshndly, if the performativity
hypothesis is true — if economic theory helps sighe economy, as Callon, McKenzie
and others suggest — it must be in a more subtje wa

In order to figure out how, we have to look morestally at the nature of economic
models and theories. Economic theory does not jndescribe how people behave; it
describes how a specific kind of individual behawesome highly specific types of
environmentAn economic model is a detailed description efgbrt of circumstances
that must occur for the interaction between agehéscertain kind (individualistic
maximisers of their own utility) to produce outcared a certain kind (efficient market
equilibria, typically). Among experimental econotsighe builders have devoted more
energies than anyone else to studying the insiitatstructuresthat govern market
trading. The most innovative contribution of expeental economics lies in this area of

1% This concern for problems of representativenessiie typical of experimental psychology, whereas
economists tend to worry about financial incentiaad downplay representativeness (see Lowenstein
1999). We shall come to incentives shortly.

" They also tend to be male, and boys on averagaifte more in social dilemma games.

18 As an amateur experimenter, | remember severalereations with subjects who claimed confidently
that they had followed the theory by cooperatinthiminitial rounds of a finitely repeated socidéthma
game and by free riding in the last one. They Ugagpeared puzzled when | recalled what the theory
actually says (that you should free ride right fribra start). Apparently backward induction arguraere
very difficult to digest.
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research rather than in the study of individualislen making. And here performativity
takes a rather different, more interesting and ncoraplicated form.

4. How to do things with preferences

I have located the origins of the building traditio the market experiments of Vernon
Smith and his colleagues. The distinction betwagllérs and testers however applies to
the origins of experimental economics only withdsight, for market experiments

initially used to be presented as attempts tothestheory of competitive equilibrium.

But how do you test such a theory? Economic theaie sets of models, and models are
notoriously tricky entities. A literal reading oéaclassical models of competitive
markets in the Walrasian tradition, for instaneads to the rather paradoxical conclusion
that they cannot describe any economy that doesvenr can possibly ever) exist. There
is nothing special with economic models, from tl@ispect: classical mechanics describes
the behaviour of dimensionless mass points ane@ityfrigid objects, ignoring
electromagnetic effects and the influence of otfwer-gravitational forces. Similarly,
neoclassical equilibrium theory analyses the progeof frictionless markets populated
by perfectly rational, perfectly informed agentsding homogeneous non-
complementary goods.

The idealisation that has attracted most intereskperimental economics lies at the
institutional level. Competitive markets in thelre@rld are organised in various ways,
in the sense that different systems of (explictt amplicit, formal and informal) rules
regulate the interactions between buyers and selfesne is interested in issues of
general equilibrium — as Walrasians are — it isialsly necessary to simplify and
represent these different institutions by mears sihgle device. Walras introduced for
this purpose an ideal auctioneer who collects fouyers and sellers the quantities they
would be willing to trade at a given price. The tteer then adjusts the proposed price
if the quantity offered falls short or exceeds gjuantity demanded, until the two
guantities coincide. The ‘equilibrium point’ is tpeice at which trading eventually takes
place (the price that makes the market ‘clear’) ander various restrictive conditions
can be shown to have the well-known efficiency prtips formally defined by Pareto
and his followers.

Although a few market institutions are vaguely $amto the Walrasian auctioneer
(Walras himself was allegedly inspired by tradimgh& Paris stock exchange), the latter
is largely a fictional entity, because no real neatksesatonnemento determine prices.
But the auctioneer has the advantage of being @ity ehwhich the theory’s equations
are true: if such an institution existed, then \&silan equilibrium theory would fit it
perfectly. Indeed, Walras in the fourth editiortlodé Elements of Pure Economiseems
to suggest that the terf@tonnementrefers to the technique of solving a system of
simultaneous equations by iteratidithe motivation behind the usetéfonnemenis
probably more mathematical than empirical in chi@radut then either equilibrium
theory is supposed to apply only to markets gowegbye(something very similar to) the
Walrasian auctioneer; or the auctioneer really ‘gtainds for’ a whole class of different

19 0On the Walrasian auctioneer and its various ptssilerpretations, see de Vroey (1998).
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institutions which are supposed to deliver the sessalt (efficient equilibria, clearing
markets) by means of different rules and procedures

The first interpretation is pretty uninteresting &étheory aiming at policy relevance
(remember that general equilibrium was used pretgshamedly in very concrete
political battles like the socialist calculationbd¢e) because the institutions that are very
similar to the Walrasian auctioneer are rare. Bahtis the second interpretatiooe?

Are different market institutions equivalent? Ecomo theory was surprisingly silent on
this issue until very recently, for a variety oasens (see Mirowski, forthcoming)
including the lack of analytical techniques to dedh it rigorously. In the sixties and
seventies game theorists began to construct motlalsction systems that seemed to
provide some insight in the way different instituts work?® But then the same question
could be raised again for these game-theoretic laode they characterise correctly the
functioning ofreal markets? Are they empirically adequate?

An obvious way to test this proposition is to obsedifferent institutions at work. This
sort of empirical testing however is difficult imm-laboratory circumstances. A major
problem with field data is that some key varialdésconomic theory, like agents’
preferences, are not directly observable. If yauiaterested in explaining, say, price
variations in a market, in order to derive the dedhand supply schedules (two crucial
explanatory factors) from the observable data, e to rely on auxiliary assumptions
that are usually as difficult to test as the masearch hypothesis itself.

Subjects’ preferences and beliefs are directly sapkable in laboratory experiments too,
of course, but can be more easibntrolledtherein. The way in which experimental
economists try to do that is Ipayingtheir subjects. The idea of using monetary rewards
often generates hilarity among non-economists (;Hegse guys pay their subjects to
behave like economists would like them to behayelhereas the absence of incentives
is dismissed by economists equally bluntly (‘Whai gou learn from cheap talk? Put
your money where your mouth is!’). Indeed, the pre® of ‘adequate’ monetary
incentives (we shall see what ‘adequate’ meanglghbas becomee factoa

prerequisite for publication in economics journaland, conversely, the lack of
incentives is considered a sufficient conditiontfoe rejection of an experimental paper.

Social, cognitive and economic psychologists tenddply a less rigid policy. Many
experiments in these areas are performed with tiveestructures that would be
considered inadequate in economics, and oftenrtamietary incentives altogethét.

Early economic experiments (even ‘paradigmatic’lilee Smith 1962, or Allais 1953)
also lacked what contemporary experimental ecortsra@nsider an ‘adequate incentives
structure’. The norms regulating financial inceawvere codified later, in a series of
papers written in the late seventies and earlyteigby Vernon Smith (1976, 1982b) and

20 See e.g. Vickrey (1961), Wilson (1977), Milgrondaneber (1982).

2 Unsurprisingly, then, the issue of incentivesftem couched in terms of ‘the economics-psychology
methodological divide’. | don’t want to review dfi¢ more general debate here, but see e.g. Colsaad
(1986), Hogarth and Reder (eds. 1986), Smith (19dewenstein (1999), Rabin (1998, 2002).
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Luis Wilde (1980Y The use of incentives is regulated by four offtire so-called
‘preceptsof experimental economics’:

1. Nonsatiationthe medium of reward is such that of two otheengguivalent
alternatives subjects will always choose the oeéding more of the reward medium.

2. Saliencythe rewards are increasing in the good and deicrgan the bad outcomes
of the experiment.

3. Dominancethe rewards dominate any subjective costs adedoieith participation
in the experiment.

4. Privacy. each subject in an experiment receives informatialy about her own
payoffs.

The fifth preceptgarallelismor external validity) is mostly (although not eaty)
independent from incentives issues, and | shadngiit in this papef’ The precepts form
the core of so-called ‘Induced Value Theory’ (Snii#v6), and are to be interpreted as ‘a
proposedset ofsufficientconditions for a valid controlled microeconomigeximent’
(Smith 1982b, p. 930, my emphasis). The precepts m®posed as hypothetical
conditionals (‘if you want to achieve control, yshiould do this and that’), and should
emphatically not be taken as axioms valid a pridhe truth of these precepts can only
be established empirically’ (Smith, 1982b, p.930Q0N).

The precepts provide broad guidelines concerniagtimtrol of individual preferences,
which may be implemented in various ways, and whiely require ad hoc adjustments
depending on the context and the particular expartal design one is using. In fact,
money or financial incentives are never mentiomethé precepts. The principles only
state in abstract terms what kind of propertieagpropriate reward medium should
have, but do not say what the medium should be.eMonmay be one way of
implementing the precepts, but not necessarilytiig one. In light of the fairly rigid
interpretation that has become prevalent in expertal economics, the Smith-Wilde
precepts appear distinctively liberal in their arag formulation.

Even more importantly, the precepts were originaillpposed to apply to market
experiments only. In his seminal Induced Value Theoticle Smith states explicitly that
the principles apply ‘to experiments designed #b peice theory propositions conditional
on known valuations. Separate experiments can &igrisd to test propositions in
preference theory' (Smith 1976, p. 275). In ordeexplain their rationale, Smith
couches the precepts in a conceptual frameworloved largely from the mechanism
design theory of the sixties and seventies. A diedanicroeconomic system’ is
analysed into three major components: the enviromntiee institution, and the outcome.
The outcome (the behaviour of the agents in th&atpis modelled as a function of the
environment and the institution. The institutiorbasically (I'm simplifying here) a set of
rules governing behaviour by setting incentivesiighiments, and their enforcement. The
environment is a complex set of factors includimg tommodities to be exchanged, the

% The idea of using monetary rewards was borrowamesow ironically, from the work of two
psychologists (Fouraker and Siegel 1963).
% But see Guala (1999, 2003, and 2005 Ch. 7).
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agents in the market, their individual endowmetttsir utility functions, and the
technology (costs).

In order to study empirically the effect of theaetbrs on the outcome (the sort of prices
that are generated in a market defined by a cegtarironment and a certain kind of
institution, for example), the ability to contralgberences is crucial. By controlling
preferences, for example, one can try to systealbticary the supply/demand schedules
in a given institution, and observe the resultsuath variations. Alternatively, one can
keep the preferences fixed ‘in the background’ aloserve the effect of using different
institutions in a given environment (cf. Smith 188p. 927).

A typical application works as follows. Suppose yeant to induce in your experiment
supply and demand schedules like those of Figu(€hk ‘swastikas’ are the discrete,
experimental counterparts of the perfectly smoaoiives of textbook equilibrium theory.)
The customary way of achieving this goal is by g@sig your subjects some definite
roles in the experiment, dividing them in groupdayers and sellers with well-defined
reservation prices. The reservation price of @seln be interpreted as the cost of
production for each unit of the exchange good. fEservation price of a buyer can
instead be seen as the price the experimentetlisgiio pay each buyer for a unit of the
good once the experimental market is closed.

40 | Demand
w 30
3]
o
20
Supply
10
0 10 20 30
Quantity
Figurel

The supply/demand schedules of Figure 1 can becded by setting reservation prices
as in the table below (assuming that each buyeexkeanange only one unit of the good
during the experiment).
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No. of subjects Reservation price

10 sellers 30 tokens
20 sellers 10 tokens
10 buyers 35 tokens
20 buyers 15 tokens
Table2

Notice that the prices are expressed in experirhtakans. The key move, according to
the precepts of induced value theory, is to make that the tokens will be exchanged
(privately) at the end of the experiment for sortteeoreward medium, at a rate that
satisfies the criteria set out in the precepts s&wes. Hence the habit of using real
money, in quantities that are likely to dominateo#ther costs of participating in the
experiment.

If this sort of control is effectively achievedjstthen possible to compare the effect (the
outcome) of different institutions while keepingtpreferences (the environment) fixed.
To an observer this may seem a big ‘if but expereeshows that it is quite easy to
convince people to try to maximise the experimepégloffs. Whether monetary rewards
play a crucial role or not (whether role-playingi&ey factor, for instance) is obviously
debatablé? But here the approach is what matters: marketrerpats work by creating
homini oeconomiadn the lab, not by questioning their existence.

5. Explaining anomalies away

I would like now to use a typical SSK trick, anchexine a controversy raised by the
(mis)application of Induced Value Theory. Induceal¢ Theory can be seen as a
turning point in the history of experimental econcsnA rigid implementation of the
precepts makes no sense in the context of otharrfravket) economic experiments, yet
the precepts inform standard methodological pradtiall areas of experimental
economics. Of course this causes some friction saretific friction is very helpful to
bring the tacit commitments of scientists into tipen.

One obvious motivation behind the indiscriminatplegation of the precepts is
economists’ desire to mark a methodological disitomcbetween what they do and
psychologists’ experimental practice. But there faynore to be said, here. Theory-
testing experiments on social dilemma games, famgte, do not fit the straightjacket of
the precepts. When the assumptions of rationacehtbieory are themselves under
investigation, the aim is to figure out whetheriudual preferences (and/or beliefs) have

% See for example the debate sparked recently byviteand Ortmann (2001). On behalf of monetary
incentives, it must be said that economic expertsmibave become a real business in some universities
used by students to top up their grants (an atteetternative to a part-time job at MacDonald'spther
words).
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the structure postulated by the standard modeks pfécepts lose much of their appeal in
such a context, because clearly there is littl@taitrying to induce the behaviour one is
supposed to be testing in the first place.

Yet, surprisingly, a strict implementation of thegepts is usually advocated in these
contexts too. As we have seen a substantial poofiexperimental subjects playing
social dilemma games choose to play cooperatigelytrary to the prediction of standard
game theory. The straightforward interpretatiothelse results is that many human
beings (fortunately) do not behave as predictethbytheory. But a considerable number
of economists reject this interpretation and arpae the problem must lie with
incentives. If they don’t conform to game theorgdgictions, people must be put in line.
Experimental economics is then turned into the @gpion of the conditions of
applicability of an economic model.

The first step consists in arguing that the prefeeerankings of the subjects who play
cooperatively in these experiments might be inadtgiy represented by the numbers in
the classic prisoner’s dilemma game matrix (sedeTalabovef” According to the
orthodox interpretation of game theory, the numbepsesent the (ordinal) structure of
agents’ preferences. The actual numbers do notreatter, as long as the payoffs are
ordered ‘Down-Left’ > ‘Up-Left’ > ‘Down-Right’ > ‘Lp-Right’ (from the perspective of
the row player; modify accordingly for the columliayer). Thus, the argument goes, if
we observe anomalous behaviour in the experimeist/ikely that the initial conditions
postulated in the model were instantiated in th@eerent. Subjects were not playing the
prisoner’s dilemma game, but another game of ttieice.

I’'m interested here in the general significancar@uments of this kind. For someone
working in the testing tradition the standard remacto the anomalies of cooperation is to
conclude that individual agents do not behave edigied by economic theory. For
someone who believes in the control of individu&ferences, in contrast, the immediate
reaction is to try to make the anomalies disappganeans of a tighter design. The most
obvious move is the scaling-up of monetary incexgtivsurely if one is playing for
hundreds of dollars (rather than the relatively [mayoffs commonly used in experiments
with college students), he/she will have bettesoea to behave as a propemo
oeconomicus(Increasing the monetary rewards is an attemphpdement the

dominance requirement, in other words.) Other simdevices are the strict enforcement
of privacy (in order to neutralise other-regardprgferences), the introduction of training
sessions at the beginning of the game (in orderake sure that subjects understand
what is in their ‘real’ interest, what ‘ought’ teldone rationally, or what ‘really’ to
expect from others), and so on.

% There is an interpretation of game theory accardinwhich the preference structure of cooperative
subjects isiecessarilymisrepresented by the prisoner’s dilemma matexaise the numbers represent
revealedpreferences or observed choices rather than pkgibal entities or dispositions. Ken Binmore
has been the standard bearer of this view for ewBinmore 1994), but since his position suffemsf
several problems and is probably inconsistent ésgeHausman 2000) | shall ignore it here. The weak
and more reasonable position outlined in the w®xiefended for example by Weibull (2002).
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The effect of these moves is mixed, for norms oh&ss and reciprocation seem to be
rather robust. But the interesting question is vehgo much effort invested in preference
control? Suppose waid manage to achieve control on subjects’ preferentesit would
be left to test in a trivial game like the one-sposoner’s dilemma? The rationality
hypothesis (that actions follow from preferences heliefs) is not really in question in
simple games like this. There is little to leamonh a theoretical viewpoint, by making
sure that the ‘right’ preferences are instantiatetthe experiment.

But imagine you ultimately intend to constructttldi machine, a prisoner’s dilemma in
flesh and blood (and microchips, if the game iy@teon a PC network). Then these
moves make much more sense. Why should one wanhiiruct such a device, though?
Social dilemmas epitomise the failure of uncoortédastrategic behaviour — a situation
to be redressed rather than replicated. True,rafatt you don’t do very much with a
social dilemma machirf®.Much higher stakes are placed on the applicatibgeme
theory to market design, especially in the areauation theory. The example of social
dilemmas is interesting because it shows how thel@fmethodological apparatus of
experimental economics is pretty incomprehenstamfa theory-testing perspective.
Experimental economics is successful not becausmitrms or refutes neoclassical
theory, but because it ‘works’. Because you cathdas with experiments.

6. Building economic machines

The trajectory of the institution-building tradition experimental economics intersects
with that of the new institutional economics ane theory of mechanism desigh.
Vernon Smith’s methodological pronouncements inldibe seventies draw explicit links
with this theoretical literature. The main ideaipehmechanism design theory (or the
‘(New)? Welfare Economics’, or ‘New Institutionalism’ -shall use these labels
interchangeably) is to treat institutionsvasiablesthat affect the allocation of economic
goods (see Hurwicz 1972, 1973). Normative (welfaenomics plays a role at the level
of defining a set of criteria used to assess mad@atations, or in other words the
exogenously defined, presumably politically negetiaobjectives to be achieved by
means of the economic exchange. Then game thetagsedhe scene: the market
institution is represented as a game that ratiagahts are trying to solve. The ‘best’
institution is the one that leads the agents tisfyahe welfare criteria ‘as if guided by an
invisible hand’, by setting the right incentivedary giving them enough information to
solve the problem they are facing.

The step from this abstract framework to the coeatif an experimental branch of
mechanism design is short: all you have to doptace game theoretical agents with real
human beings playing for real money, and abstrestitutions with concrete systems of
rules. The result, as Smith points out in sevefr@i®papers, is a dramatic increase in the
realisticness of the result:

% Most recent research focuses on the (symmetrit)l@m of ‘pushing’ free riders towards the Pareto-
optimal solution. See for instance Fehr and Gadq@®0), Burlando and Guala (2005).
2" Nik-Kah (2004) investigates these connections.
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Laboratory microeconomies are real live economstesys, which are certainly
richer, behaviourally, than the systems parametrnzeur theories. (Smith 1982,
pp. 254-255)

The success of a real-life (laboratory) market desehen on the successful matching of
the appropriate kind of agents with the appropigstem of rules. The two are highly
interdependent, because rules must be interprgtaddémts, and the way in which the
latter behave depends in part on the institutionals.

Consider the assumption of rationality, to begithwi he economic engineer cannot just
assumehat market traders are rational selfish maxinsigéithe kind postulated in most
economic models (including mechanism design the@wg has tonake sureghat this is
the case, for the presence of a single ‘crazy’ @layay have a devastating impact on the
functioning of a market. The mobile phone auctithag have been run in many countries
since the early 1990s provide a neat example oftihlenges posed by market design.
The auctioned goods are licences for frequencigsed by the government and sold to
private telecom companies. The exact value of 8aehce is unknown, but the general
assumption is that potential users (the compaces)nake a better estimate of their
value than a bureaucrat or politician, because tiaee better knowledge of the market
and the technology. Even the buyers, however, odnestimate — the market is
dominated byincertaintyabout the value of the goods. The value of orentie,

moreover, is likely to depend in part on the owhgr®f other (neighbour) licences,
complicating considerably the evaluation of thetimgl’ allocation. A popular design to
deal with this kind of complexity and uncertaingythe ‘simultaneous continuous
ascending auction’, where all the bidders can higeaon different markets for different
licences at the same time. The exact rules of &imeegcan be rather complicated (see
Milgrom 2004, Klemperer 2004, Guala 2001), but H#nmore, the experimental game
theorist who co-designed the UK auction of 200@ypdifies them as follows:

If a company wants to stay in the bidding it hagitber hold the top bid for one
of them or overbid a set amount. The price keejpsggap and up until there are
only five bidders left. [...] The advantage of thissthn is that it allows the
bidders to concentrate on what their valuationgtierlicences are. After each
round what a bidder should do is to say what's onyant value for each licence
because the events of the last round might chdregevialue for the licence. If
you see someone withdrawing from the auction tbatdidn’t expect to see
withdraw that’s valuable information to you and ymight want to change your
valuation on that basis, but once you know what yaluation is you then simply
ask yourself well what minimum bid would | haveniake to become top bidder
on a licence. Subtract that bid from your valuafimnthat licence and that will
give you your profit on that licence and then youy bid to maximise your
profit on the assumption that that bid will be thi@ner. (Binmore in Atkinson
2000, p. 22)
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Underlying values, in other words, are not givehdnnstantly updated in light of the
moves made by other bidders. This transparencyaatange of information is the main
advantage of the simultaneous continuous mechacosnpared with other market
institutions like sealed bid auctions. But thercotirse if other competitors behave
irrationally, they may send misleading signalshe tarket. Game theory assumes
common knowledge of rationality: | am rational, yane rational, and | know that you are
rational, you know that | am rational, | know tlyatu know that I'm rational, ... and so
on. At a more concrete level, the design of a ntangtitution assumes behaviour with
certain formal characteristics on the agents’ fmrt,each agent must also be aware of
these assumptions, and must be confident thatthiee agents are willing to and capable
of fulfilling the mechanism’s requirements. But hde you make sure that this is the
case in a real market?

The answer is a neat example of performativity. &#meorists are keen to stress the
simplicity of their preferred mechanisms and thakhemands they impose on bidders —
‘anybody can do that. That does not require angtgikill and it's no secret’ (Binmore in
Atkinson 2000). But, just in case, ‘all bidders baot a pet game theorist to give them
their advice’ (ibid.). Economists design the maked advise the companies that will
compete in the market itself. The common knowlepigdlem becomes: | know that you
know that | know ... that you have a game theorigtoor team?®

But that’s not the end of the story. Economic naaidy is not like Newton’s laws, that
are supposed to be at work everywhere in the usgvéris a fragile property that must
be carefully preserved by creating a hospitableérenment. It is acapacityor a
potentiality, and the goal of experimental market design é¢ate the ‘right’
circumstances for it to be actualised.

Designs are motivated by a mechanism (a mathemaimadel, a body of theory)
that is perhaps completely devoid of operationtitlel he task is to find a
system of institutions — the rules for individugpeession, information
transmittal, and social choice — a ‘process’ thatars the behavioral features of
the mechanism. The theory suggests the existenqu®oésses that perform in
certain (desirable) ways, and the task is to fivedrt. This is a pure form of
institutional engineering. (Plott 1981, p. 134)

A good market must impose a certain amourtdis€iplinein other words (a Foucauldian
terminology is very appropriate here), and the @péx of Induced Value Theory help you
to do that. The precepts define an artificial gitwra it is simply not true that privacy, for
example, is in general instantiated in non-labayaé@onomic situations. Such a
requirement however is crucial in the process phyapg highly abstract models to
concrete cases: it helps to build the experimaxtahterpart of the theoretical restrictions
that make demonstrations from economic models plessi

% The line-up of Market Design Inc., for exampleampany created in 1995 on the wave of succesgseof t
first telecommunication auctions, is impressiveteP€ramton, Lawrence Ausubel, John MacMillan,
Preston McAfee, Paul Milgrom, Robert Wilson, JerdBajow, Eric Maskin, and other among the finest
US academic economists are among the principals.
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One way to capture the process of market desigmimagine a hierarchical structure: at
the most abstract level, we have highly theoreticalcepts such as competitive
equilibrium. These are embedded in a structureedtidtive reasoning from a set of strict
assumptions that define the conditions under whiath concepts may be deductively
demonstrated. But at this stage the descriptidhetausal structure that brings about
effects like efficient equilibria is still abstradhe ‘real world’ counterparts of theoretical
entities like the rational economic men of our nsa@ee instantiated only under further
restrictive arrangements. These arrangements disinieottom level of concreteness for
the applicability of economic modedd.

Economists are guided by experimental, practicalyell as theoretical knowledge in
designing their experiments so that these conditaoe satisfied. But the circumstances
in which an economic system maintains its own $tmat properties may be quite narrow
and fragile. Consider for example how difficultstto control information concerning the
identity of bidders (and hence privacy) in a raaiteon; Richard Cramton, an economist
who worked as a consultant for the PageNet teameifirst US auctions for
telecommunication licences, recalls for examplé tha

It was common for a bidder that did not need tq betause it was the current
high bidder, to pretend to place a bid, so as tweal its identity. These pretend
bids were not always successful before round 1&umse a bidder could not ask
for written confirmation of the pretend bid. AiImaat bidders asked for written
confirmation for their bids. To get a written canfiation, the bid assistant would
have to walk across the room in public view. Inmdu 8, the FCC announced,
“Beginning with this round, you may go into the dhiilg booth and request from
the bidding assistant a confirmation of your actioegardless of whether you bid,
exercise a proactive weaver, or do not submit & Biden this met with limited
success, since the sheet on which the written moafion was printed was folded
differently depending on whether it was a realdni fake bid. (Cramton 1995,
p. 21, n.23)

Computerised auctions are used extensively toefappropriate’ market conditions,
precisely because they allow controlling tightle tuality, amount, and flow of
information between buyers and sellers. But a cdermed auction system obviously
can be used only if we are absolutely sure thairstgution will accomplish its goals —
for it permits no tinkering with the rules and rjustments like those described by
Cramton. ‘Black boxing'’ is appropriate only at afvanced stage of scientific
engineering, when most problems and uncertaintigs hlready been solvéd.

Until then the fragility or sensitivity of a marketechanism to the details of the material
(institutional) arrangements is of great concerthtveconomic engineer, whose

% This way of understanding the relation between etmdexperiments and engineering owes a lot to
Nancy Cartwright's work. See in particular CartWrigforthcoming).

30 Muniesa (2000) describes the creation of a comiset stock exchange. On black-boxing and the study
of markets (especially finance) see MacKenzie (2003
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machines are supposed to work for several yeadifferent contexts and without the
constant supervision of their manufacturer. In otdébuild a successful auction then one
has to pay attention to the computational abilitied preferences of its users. One has to
make sure that the tasks the bidders face ar@oaatmplicated or the rules unclear.
Bidders’ reactions to possible strategic situationst be analysed in the light of a
realistic view of individual cognitive capacitig@ne cannot just presume that buyers
behave ‘as if they were rational. Bidders mustteaequately to new situations and
sometimes be creative in devising new strategeepposed to just relying on
established routines. The economic engineer mssgi¢he market mechanism keeping
individuals’ real capacities in mind. On the other hand, it is byigleag and

implementing an adequate mechanism that the engémseres that rational choice
models can work. Since it is partly in virtue oétstructure of the situation that economic
agents behave rationally, a great part of econemgineering is devoted to make sure
that the structure is ‘right’ (and experiments ianealuable for thatj:

7. The philosophy, palitics, and economics of market design

Part of the experimental economics and mechanisiguleevolution consisted in
emancipating economics from its obsession with tinglory and appreciating the
complex relation between abstract and applied weakil Klemperer says provocatively
that in practice mechanism design requires litttrarthan undergraduate economic
theory. The key lesson, in his view, is: ‘pay mattntion to elementary theory, to the
wider context of the auctions, and to politicalgmares- and pay less attention to
sophisticated mathematical theory’ (Klemperer 2@Q04,25).

The really bad mistake in running an auction i$ jagake an auction design off
the shelf, as shown by a comparison of the Braisth subsequent European 3G
auctions. Auction design is a matter of ‘horsescfurses’not one size fits all;
each economic environment requires an auction dekgj is tailored to its
special circumstances. (Binmore and Klemperer 200294)

Again, this should come as no surprise to socialestts of science: several local factors
determine the success or failure of a scientifigliaption. Some of these factors are
cognitive, some are physical or technological (thg.reliability of a piece of software),
some are political. A market design, in order tesbecessful, must be attractive to its
users, to the government as well as to the privates who will compete in the newly
designed arena. Consider the telecom auctionsaaia: the nightmare of the
governments was to give away the licences foritde br even not sell them at all. The
companies’ executives in contrast had to justig/ioney spent in front of their bosses
and shareholders; their nightmare was to pay ateatooked unreasonably or
unnecessarily high — by outbidding other firms by great a margin for example.

These opposite interests affect the design immegelpoliticians, executives,
shareholders, and the public in general do notssecy see a market mechanism in the

31 For a practitioner’s view on so-called ‘robustri@sguirements, see Schotter (1998) and Klemperer
(2004).
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same way as an economist would. Consider a seaealibtion mechanism where the
winners pay the price of their bid; executivesanikely to love this mechanism,
because it may be embarrassing to justify the rdiffee between a successful bid and the
second-highest bid — especially if the differereaithe area of hundreds of millions of
euros or dollars. An alternative solution is to @avcontinuous ascending auction where
the winner can always monitor the bids of other petitors. But this mechanism is more
fragile to collusion or may lead to a collapseha tevel of competition if potential

buyers drop out too early from the market (if, éaample, they are intimidated by a
competitor’s aggressive bidding at the beginningwen before the auction). A possible
solution is to make sure that there are en@aaglousbidders right from the start by
imposing high entrance fees that make it very gdstdrop out with nothing in hand.

But in order to be effective such fees must be Wgh, indeed quite close to the final
price paid for the licences. And this is scarytfae government officials, because setting
the entrance fee too high could result in nobodtigpating in the auctions in the first
place.

Solutions to all these problems must be negotigged Klemperer 2004, Ch. 3-4, for a
general discussion); negotiation usually leadsnalsconcessions, sometimes to
concessions that seguolitically small but may be economically high. (A small chang
like lowering the entrance fees can for instaned i a loss of a fewillions for the
government.) And not all designs are equally robwgtolitical pressure. Mechanism
design has among other things taught that oneohaes very careful about what happens
outside the economic realm. This is big news imeatics — a science that has tried to
differentiate itself from the other social scienoasst vigorously during the last half
century or so.

Remember where it all started from: Walrasian gareguilibrium theory does not (and
presumably cannot) pay too much attention to tleeifip characteristics of single
markets. However, at the price of some ‘heroic'ti@usion it delivers an entirely general
proof of the invisible hand theorem, one that psesito establish once and for all the
superiority of markets with respect to other syst@mallocation. Unfortunately nobody
has ever seen (or will ever see) a pure Walrasekeh at work, and experimentation has
demonstrated that ‘impurities’ matter enormouskym®&how paradoxically the really
successful applications of neoclassical theoryashiéve revealed that markets work in
subtly diverse ways, and that a general recipenfarnket design is a chimefaAdam
Smith’s invisible hand requires a lot of fine-tugiand tinkering in order to transform
individual greed into social benefits, reliably aswhsistently. But this important lesson
simply makes economics look much more like ‘properence — like physics or
biochemistry, where general laws and theories ppéedd successfully to specific
conditions only after a lot of effort and at thécprof several adjustments and
compromises.

An interesting question for the historians of theufe is why this revolution is occurring
now. | can imagine a plausible answer along thiediohg lines: general equilibrium

32 0n the recent turn in neoclassical economics dveely general equilibrium and towards the details of
market mechanisms, see Mirowski (forthcoming).
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theory — like much economics of the sixties anceséies — is ‘cold war economics’
(Mirowski 2002), science devoted first and foremosivinning an ideological game with
extremely high stakes. The real limits of applitigbof economic theory were too
dangerous and tricky an issue to be properly dgsmigh such a climate. Market design
and experimental economics in the building tradii®in contrast genuinely ‘third way’
economics. The market can do great things for §owu learn to use it properly; the
difficult task is to find out what ‘properly’ means

On the philosophical side, experimental economiosgigdes some excellent examples of
performativity at work. A claim of this chapter hasen that those who understand
performativity as a resource (rather than a thra@éthately win in the social-scientific
game. | think this is true of experimental econ@nhut | suspect it applies as a maxim
to several other areas of the social (and perhapsail) sciences. By way of a
conclusion, | would like to summarise some of theysvin which this interpretation of
experimental economics relates to some of them#geeinew (performativity-based)
economic sociology of MacKenzie, Callon, and others

Let us start from the ultimate ontological questido the entities described by economic
theory exist? As a philosopher, | don't think this question | should try to answér.

But let me try with a milder suggestiafthe entities described by economic theory exist,
they are probably not very common. Economic theaegms to be still a long way off
from providing an approximately accurate descriptid most of the economic world.

I’'m following here those philosophers and sociodtgiof science — like Bruno Latour,
Nancy Cartwright, or John Dupré — who have insisted science provides an accurate
description of at best onljichesof the real world* Most of these niches, moreover, are
artificially created so as to give the theory liest shot’, so to speak, by eliminating all
the disturbances and the imperfections that noynmalbede its application to ‘naturally
occurring’ circumstances. The story that | havd tedre and elsewhere about
experimental economics can be seen as just ansgoeof this overall philosophical
outlook.

This ‘localist’ position, interestingly, was origily devised in the context of the natural
sciences (biology for Latour and Dupré, physicsGartwright). This suggests an
important distinction to be introduced in the dssion of performativity in the social
sciences. Economics helps shaping the economyléastttwo different ways. The first
one is indirectly by informing institutional desigeconomists identify the appropriate
initial conditions (to use an old-fashioned philpkial concept) to bring about a certain
effect or result. The policy-maker then implemehts suggestion, for example by
redesigning or by creating a new market that &iilich requirements. This is not a very
distinguished form of performativity however: nalscience intervention often works in
the same way, and performativity theories attemgetkast originally, to distinguish the
peculiar nature of social entities from (an ideadisersion of) natural realiy. This is

% 1n Guala (2001) | was much less cautious, howea@allon (1998) also answers a bold ‘yes’ to this
question.

34 See e.g. Latour (1984), Cartwright (1999), Du@@0(); see also Guala (2003).

% Barnes (1983) and Searle (1995) are typical s ispect.
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not to deny that the initial conditions in socieience are institutions, rules,

informational constraints, etc. that usually neele¢ created and maintained by means of
performative procedures. The point is rather thatrelevant science plays only an
indirect role in this process. Other institutiomsaotors do the main job (the SEC for
financial markets, the FCC for telecommunicatiorsskats etc.) by setting the rules, the
incentives and punishments that supposedly crbat&ight’ conditions for the result to

be obtained.

Drawing again on some old-fashioned philosophycadrgce, notice that to set the ‘right’
initial conditions does not guarantee the succéassoientific application. One must also
bet on the correctness of the relevant theorieséispdr on the existence of the laws or
causal mechanisms that supposedly connect thaliodthditions with their effects. In
economics this link is largely constituted by tloti@ns or choices of the individuals in
the market. Here is where the second role of ecarsoim performing the economy
becomes evident: economics not only identifiesrilgat’ conditions for the coordination
of (given) individual action, but can shape (chgrtpe behaviour of the individuals who
will act in the designed environment. Here is wheperformativity thesis has more
bite, and where the natural vs. social sciencetiaohtrast becomes more striking — in
the making of thdédomo oeconomics

This second (more interesting) role of economiotiés perhaps the only one that is
worthy of a new technical term - ‘performativitfzconomics can shape behaviour
because it works in part asiarmfor the agents in the market, just like the prgest
utterance ‘you are now man and wife’ creates powrdsobligations for the individuals
involved in a wedding ceremony. This special feafmormativity) distinguishes
‘genuine’ performativity from similar phenomenachuas ‘bandwagon’ and ‘underdog’
effects, that are often conflated with it.

This distinction between ‘Type-1’ (spurious) ang/pE-2’ (genuine) performativity cuts
at a different level from MacKenzie’s ‘generic’ aiighrnesian’ performativities (in this
volume). The latter refers to those (perhaps radftirare) cases where a speech act
(utterance, theory) brings about or perpetuatesegentities or phenomena it refers to.
It denotes, in other words, a particularly tighf-seferential loop triggered by the
normative character of a speech act. Whether gi@sial Barnesian (or Austinian) case is
common in economics or not, is an interesting qaegiut one which may prove to be
particularly difficult to answer (it is, after al, variant of the more general question of
the truth of economic theory§.That's why | prefer to use performativity in a ader
fashion, to include all those cases in which ‘ecoios matters’, but does o virtue of

its normative character

This is what distinguishes my Type-1 from Type-2r(gine) cases of performativity. It
also allows to highlight the peculiar ontologicaler of social science discourse in
changing the social world, by generating new ezgitind relationships. This take on
performativity distinguishes sharply the traditiminontological analysis that from Austin

3 Mirowski and Nik-Kah (this volume) highlight sewidangers lurking behind the use of performative
language to describe the accomplishments of cordeampeconomic theory, not all of which | fear.
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leads to Barnes and Searle, to the Actor-netwadition of Callon and his collaborators.
Actor-network theorists, | suspect, find the fingbe of performativity more interesting
preciselyfor the opposite reason: because it blurs théndigtn between natural and
social entities.

In this paper | have tried to give examples of bgges of performativity, but one can
find other fascinating instances in the existingréiture’’ In my discussion | have also
tried to show how these two procedures are conaéytiistinct but in practice tightly
interdependent (which probably explains why théimiision is often overlooked). | think
this interdependency is due to the simultaneousepawd weakness of economics as a
science. Economics powerfulbecause, unlike physics, it can in principle diseshape
the economy (people’s behaviour) along the linggested above, by virtue of its own
authority, with or without the intermediate inteméi®n and support of other institutions
(the SEC or the FCC). But it is alaeak because it is not capable to do so always and
everywhere. Indeed, one of my claims in this chaigtéhat the second (direct) form of
performativity — without doubt the philosophicaityost interesting one — can rarely take
place without the assistance of performative preeesf the first (indirect) kind. Both
forms thus go hand in hand, and can rarely, if dvewobserved independently from one
another.
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