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Perturbed graphs achieve unit transport efficiency without environmental noise
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Coherent transport of an excitation through a network corresponds to continuous-time quantum walk on a
graph, and the transport properties of the system may be radically different depending on the graph and on the
initial state. The transport efficiency, i.e., the integrated probability of trapping at a certain vertex, is a measure
of the success rate of the transfer process. Purely coherent quantum transport is known to be less efficient than
the observed excitation transport, e.g., in biological systems, and there is evidence that environmental noise is
indeed crucial for excitation transport. At variance with this picture, we here address purely coherent transport
on highly symmetric graphs, and show analytically that it is possible to enhance the transport efficiency without
environmental noise, i.e., using only a minimal perturbation of the graph. In particular, we show that adding an
extra weight to one or two edges, depending on whether the initial state is localized or in a superposition of
two vertex states, breaks the inherent symmetries of the graph and may be sufficient to achieve unit transport
efficiency. We also briefly discuss the conditions to obtain a null transport efficiency, i.e., to avoid trapping.
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I. INTRODUCTION

A continuous-time quantum walk (CTQW) describes the
dynamics of a quantum particle evolving continuously in time
in a discrete space according to the Schrodinger equation [1].
CTQWs were introduced in the study of decision trees for
computational problems, when Farhi and Gutmann basically
proposed to promote the classically constructed transition
rate matrix to Hamiltonian of a quantum system [2]. This is
why, nowadays, the Laplacian matrix, which mathematically
represents a graph and is a suitable generator of continuous-
time classical random walks, is taken as Hamiltonian of the
prototypical CTQW. However, any Hermitian operator which
respects the topology of the graph is a proper CTQW Hamil-
tonian [3].

In recent years, CTQWs have attracted increasing attention
being a suitable toy model whose inherent quantum nature
determines its main features, e.g., the self-interference effects
and generation of coherence, and which intrinsically depends
on the given discrete topology. CTQWSs have different phys-
ical implementations [4] and a wide range of application,
from quantum computation [5-10] to quantum communica-
tion [11-13], and from modeling of physical phenomena [14]
to neural networks [15,16] and complex networks [17-19].

A relevant application of CTQWs lies in the description
of coherent transport of an excitation through a network
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[20-29], which itself serves to benchmark CTQWs against
their classical analog in terms of transport efficiency, whose
measure, e.g., can rely on the density of states [30]. The
present work fits into the context of excitation transfer with
trapping [31,32], and therefore a proper measure of transport
efficiency is the overall probability of trapping at a certain
vertex [33,34]. Biological systems, noisy by nature, are known
to show quantum effects [35-38] and transport processes
whose efficiency is higher than what would be observed in
either the purely quantum or purely classical cases. There
is evidence that environmental noise is crucial for efficient
excitation transport, in biological [33,34,39-43] and nonbi-
ological systems [44-48].

Despite this observation, and to properly understand the
role of coherence and quantumness in transport, we here ad-
dress purely coherent transport on highly symmetric graphs
(complete graph, complete bipartite graph, and star graph),
and show analytically that it is possible to enhance the trans-
port efficiency without environmental noise, i.e., using only
a minimal perturbation of the graph. In a complete graph it
is known that removing the edge between the vertex where
the walker is initially localized and the trap leads to unit
transport efficiency [41,49]. The role of removing more than
one randomly picked edges from a complete graph has been
investigated in [50], in both the noiseless and noisy case,
showing that the maximum efficiency attainable is obtained
when the network topology is modified by severing the edge
between the source and the sink. On the other hand, appending
a complex phase to an edge of the graph breaks the time-
reversal symmetry of the unitary dynamics of a CTQW and
results in a continuous-time chiral quantum walk. This can
enable directional control, enhancement, and suppression of
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quantum transport [51]. Indeed, complex-valued edge weights
in a graph can completely suppress the flow of probability
amplitude to specific vertices as discussed in [52,53]. Other
applications, instead, include quantum search [54] and uni-
versal state transfer on graphs [55], where using complex
Hermitian adjacency matrices make the CTQW chiral. Ex-
perimentally, continuous-time chiral quantum walks can be
realized using nuclear magnetic resonance techniques in qubit
systems [56].

In the present work, we show that adding an extra complex
weight to one or two edges breaks the symmetries of the
graph and generally enhances the transport efficiency [57,58].
The exact nature of the perturbation depends on whether the
initial state is localized or it is prepared in a superposition
of two vertex states. Our perturbation can be interpreted as
a minimal disorder to coherently achieve the optimal trans-
port efficiency. Therefore, in this sense our work is somehow
linked to disorder-assisted quantum transport [59-61], where
disorder affecting on-site energies and/or couplings is in-
tended as a tool for optimizing transport efficiency. Our results
indicate that breaking the symmetries of a graph may improve
the transport efficiency. In particular, unit transport efficiency
is obtained when the perturbation increases the dimension of
the relevant Krylov subspace.

The paper is structured as follows: in Sec. II we introduce
notation for quantum walk on graphs, and briefly review the
concepts of dimensionality reduction and transport efficiency,
which represent the relevant tools to analyze and assess trans-
port properties of quantum walks on graphs. In Sec. III we
introduce the minimal perturbation approach to optimize co-
herent transport and illustrate the procedure used to achieve
unit transport efficiency on graphs. In Sec. IV we show results
for different classes of graphs, both for localized initial states
and for initial superposition states. In Sec. V we address the
complementary problem of finding the conditions to achieve
zero transport efficiency, i.e., to avoid any loss phenomena.
Finally, in Sec. VI we draw our conclusions.

II. COHERENT TRANSPORT ON GRAPHS: TRANSPORT
EFFICIENCY AND DIMENSIONALITY REDUCTION

A graph is an ordered pair G = (V, E) where V is the
set of vertices and E the set of edges. It is mathematically
represented by the Laplacian matrix £ = D — A, where D is
the diagonal degree matrix of elements D;; = deg(j), degree
of the vertex j, and A is the adjacency matrix, whose element
Aji is 1 if and only if the two vertices j, k are connected, 0
otherwise. Hence, the generic element of the Laplacian matrix
is

deg(j) ifj=k,
Lix=1-1 if j£2kand (j, k) € E, (D)
0 otherwise.

The vertices of the graphs represent the possible positions
of the walker, whereas the edges correspond to the possible
transitions among the vertices. The order of the graph is the
number of vertices |V| = N. The states {|j)};=i,. ~, where
j €V is avertex of G, form an orthonormal basis and span
the N-dimensional Hilbert space of the quantum walker. In
principle, a CTQW is generated by any Hamiltonian #H (or,

generally, any Hermitian operator) that respects the topology
of the graph [57,58]. The generic state |y (¢)) of the walker
satisfies the Schrodinger equation (we set & = 1 throughout
the work)

i%ww(z» = 3 (alHIB) (bl o), )

beV

where (a|y(z)) is the wavefunction written in the discrete
space, i.e., the probability amplitude of finding the walker at
the vertex a. According to this choice, energy and time are
dimensionless in the following. In particular, the prototype of
CTQW is defined by taking the Laplacian matrix as Hamilto-
nian of the system, H = L. Unlike the classical random walk
where the state is described in terms of probability distribution
of the walker, in a CTQW the state is written in terms of the
(complex) probability amplitudes ¢, (t) = (a|y¥ (¢)). Given the
initial state |v), the state at a later time ¢ > 0 is

W (1)) = U@) 1Yo) = e 19) 3

where U(¢) is the unitary time-evolution operator. The evo-
lution is unitary as long as the Hamiltonian of the system is
Hermitian, and therefore the process preserves the norm of
the state, Y,y [{aly (1)) > = 1 V.

Sometimes, to phenomenologically model certain pro-
cesses, such as gain or loss processes, one can employ a
non-Hermitian effective Hamiltonian. As a result, the time
evolution is nonunitary and does not preserve the norm of the
state.

In the present work, we model quantum transport as the
CTQW of an excitation over a graph, where a single vertex
w absorbs the component (w| ¥ (¢)) continuously in time with
arate k € R*. The vertex w plays the role of a sink and we
will refer to it as the trap (vertex). This mimics what happens,
e.g., in photosynthetic systems, where an initial excitation
is created by absorbing a solar photon and it is transferred
along the light-harvesting complex to a reaction center where
it gets absorbed and converted into chemical energy [35,36].
In such a scenario, the total probability of finding the initial
excitation within the network is not conserved. To achieve
such a nonunitary dynamics we consider the non-Hermitian
effective Hamiltonian

He =L —ixlw)(wl, “

where the anti-Hermitian term —ix|w){(w| is responsible for
the loss processes at w. We will refer to H, as the transport
Hamiltonian.

The transport efficiency is a commonly used figure of merit
to assess the transport properties of the system. Intimately
related to the total loss of probability, it is defined as the
integrated probability of trapping at the vertex w in the limit
of infinite time,

+00
n= ZK/ (wlp@)[w)dt =1—Tr[ lim p@)], )
0 t——+00

where 2k (w| p(¢) |w) dt is the probability that the walker
is successfully absorbed at the trap within the time interval
[t,t +dt]and p(t) = | (¢)) (¥ (¢)] is the density matrix of the
walker. The surviving total probability of finding the walker
within the graph at time ¢ is Tr[p(¢)] = (v (@)|¥(@)) < 1
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because of the loss processes at the trap vertex. According
to this and because of the definition of transport efficiency, we
can assess the transport efficiency also as the complement to
1 of the probability of surviving within the graph, which is
the complementary event. Note that the value of 7 does not
actually depend on «, since it is computed in the limit of long
times.

In a CTQW problem the quantity of interest is often the
probability amplitude at a particular vertex of the graph. This
is also our case, as the transport efficiency (5) requires the
probability amplitude (w) v (¢). Pedantically solving the orig-
inal problem, i.e., the eigen-problem for the Hamiltonian, to
compute that amplitude can be a hard task, since the size of the
problem grows linearly with the number of vertices (order),
N, of the graph. Nevertheless, as often happens in physics, we
can exploit the symmetries of the problem, i.e., of the graph, to
substantially simplify the original problem reducing its effec-
tive dimension. In fact, the dynamics relevant to our problem
is entirely contained in a subspace of the full N-dimensional
Hilbert space 7 and the dimension of such a subspace does
not depend on N.

This idea is formalized using the dimensionality reduction
method [49], which we briefly review in the following. Let us
consider the Taylor expansion of the time-evolution operator,
the probability amplitude at w can be written as

oo

(wle™ o) = 32 i

k=0

= (w|e ™M Yo a) s (6)

(w] H* 1yo)

where PHP = H,eq is a reduced Hamiltonian, and [Ygq) =
P o) a reduced initial state, P being the projector onto the
Krylov subspace, which itself is defined as

Z(H, |lw)) = span({H" |w) | k € No}). (7)

Clearly, dim Z(H, |w)) < dim s# = N, as Z(H, |w)) C 7.
However, due to the symmetries of the system and thus of
the Hamiltonian, the number of states H* |w) that are actually
linearly independent can be much lower than N. An orthonor-
mal basis, {|e1), ..., |en)}, for the subspace Z(H, |w)) can be
constructed as follows. Starting from the state |e;) = |w), the
successive basis states are obtained by applying H to the cur-
rent basis state and orthonormalizing the result with respect to
the previous basis states. The procedure stops when we find
the minimum m such that the state H |e,,) is a linear com-
bination of the previous states |ej), ..., |e,). The resulting
reduced Hamiltonian written in such a basis has a tridiagonal
form. Indeed, according to this method, at each iteration the
state H |ey) is a linear combination of |e;_;), |ex), and the new
basis state |e;+1) to be defined. The original problem is then
mapped onto an equivalent one of lower dimension, m < N,
that is governed by a tight-binding Hamiltonian of a line with
m sites.

It can be proved that the transport efficiency can be com-
puted as

=" l{ex) oI, ®)
k=1

i.e., as the overlap of the initial state |y) with the subspace
I(H, |w)) [49]. Indeed, such a subspace is the subspace
spanned by the eigenstates of the Hamiltonian having a
nonzero overlap with the trap |w) required to compute n [41].

It is important to emphasize that the dimensionality reduc-
tion method leads to a Krylov subspace whose dimension may
be lower than that of the subspace spanned by the states ob-
tained by grouping together the identically evolving vertices
[62], i.e., those identified from the symmetries of the graph.
In some cases the two subspaces coincide, in others they do
not. Indeed, the subspace obtained by means of the dimen-
sionality reduction method provides the subspace of minimum
dimension which is relevant for the given problem of interest,
here computing the probability at the trap vertex. The other
approach, instead, is problem-independent in the sense that it
relies only upon the symmetries of the graph (actually, of the
Hamiltonian) and thus it provides a subspace with an equal or
larger dimension. Therefore, the resulting subspace in general
cannot be used to assess the transport efficiency according
to (8).

II1. MINIMAL PERTURBATION APPROACH

For an initially localized state or a superposition of two
vertex states evolving under the transport Hamiltonian (4) it is
unlikely to achieve a high transport efficiency. In addition, the
transport efficiency n usually decreases with the order N of a
graph [63]. Our starting point is the observation that breaking
the symmetries of the graph can actually improve the transport
efficiency. The first evidence of this behavior may be found in
[49], where it was shown that removing the edge between the
initial vertex and the trap in a complete graph leads to the unit
transport efficiency.

In turn, the main goal of the present work is to put for-
ward a general scheme to engineer the Hamiltonian (4) and
achieve unit or nearly unit transport efficiency with a minimal
perturbation of the graph. In particular, we are interest in
those situations where the initial state is a localized state,
[Yo) = |I), or a superposition of two vertex states, |V) =
(1) + € |k))/+/2 with 0 < y < 27, assuming that the initial
state does not involve the trap, thus /, k # w. To this aim,
we perturb some edges of the graph by adding and extra
weight to them in the form re’? where A > 0and0 < 6 < 27
[57,58]. If we perturb the edge (7, s), then the corresponding
Hamiltonian matrix elements are H,s = —1 + Ae® and H,, =
‘HY . The non-Hermiticity of the Hamiltonian still arises only
from the trap. Denoting by E, C E the subset of perturbed
edges, the complete Hamiltonian is

He=H+ Y Ge™Ir)isl+re ™ Is)(r).  (9)

(r,5)€E),

Note that setting (A = 1, 6,; = 0) means removing the corre-
sponding edge (r, s), since the matrix element of the complete
Hamiltonian is H,, = —1 + Ae' = ‘H¥.. This model allows
a perturbative approach due to the presence of the parameter

, as H,. recovers H; (4) in the limit of A — 0. Notice that
]llSt appendmg a simple phase factor on an edge, i.e., defining
H,s = —e? = H¥. would be sufficient to achieve unit trans-
port efficiency in the complete graph, but would fail for other
graphs, e.g., the star graph. This is why we do not simply add
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a phase factor to an existing edge, but rather add a full extra
complex weight to the edge. In the following, we are going
to consider some relevant classes of graphs and seek for the
minimal subsets £, which allow one to achieve unit transport
efficiency. As we will see, this is possible for complete and
bipartite complete graphs, whereas for the specific case of the
star graph, the procedure is successful with some constraints.

IV. OPTIMIZING TRANSPORT EFFICIENCY
BY MINIMAL PERTURBATIONS

In this section we apply the dimensionality reduction
method and the minimal perturbation approach to the Hamil-
tonian (9) and the initial states considered above (localized
or superposition of two vertex states) to evaluate the trans-
port efficiency n(A, ) of some classes of graphs, and find
the conditions for which it is equal to 1. We consider some
paradigmatic graphs in terms of connectivity and symmetry,
namely, the complete graph, the complete bipartite graph, and
the star graph (particular case of complete bipartite graph).
For each graph, we assess the transport efficiency first for
the (unperturbed) transport Hamiltonian (4) and then for the
perturbed Hamiltonian (9), properly engineered according to
the given initial state.

A. Complete graph

In the complete graph of order N, Ky, each vertex is con-
nected to all the others, thus it has degree N — 1, and therefore
the graph is regular; Fig. 1(a). The Laplacian matrix of Ky is

L=N1~) 1)l (10)
jh

where 1 is the N x N identity matrix. The complete graph
has one symmetry: the graph, as well as its Laplacian matrix,
is invariant under the permutation of all its vertices. Making
one vertex the trap breaks such a symmetry and the resulting
transport Hamiltonian (4) is invariant under the permutation
of all the vertices but the trap.

The subspace (7) for the transport Hamiltonian is two-
dimensional and is spanned by the basis states (see Ap-
pendix A 1)
1D

1 .
er)=|w), l|e)=—— .
ler) = [w), le2) m;m
Since the initial state does not involve the trap and all the
remaining vertices in the complete graph are equivalent, ac-
cording to (8) the transport efficiency for any initial localized
state |l # w) is
[ex) I = — (12)
= e = —-—0,
n 2 N_1
while for the superposition of two vertex states (|/)+
e k) /V2 is
1 : 1+ cosy
== 1+ € (ex) k|*) = ———. 13
n= (e} [ + €7 (ea) kI7) N1 (13)
The walker is completely absorbed at the trap (n = 1) for N =
2 if initially localized and for N = 3 and y = 0 for the initial

(b) ()

FIG. 1. Complete graph of order 7, K7, for quantum transport.
The trap vertex w is colored in red. (a) Unperturbed graph. Engi-
neered graphs to achieve the maximum transport efficiency (b) for
a localized initial state and Hamiltonian (14) and (c) for an initial
superposition of two vertices and Hamiltonian (19). The perturbed
edges are denoted by doubled and dotted lines. Identically evolving
vertices under the given Hamiltonian are identically colored and
labeled.

superposition of states. In both cases, n ~ 1/N for N > 1 and
limy_ 400 =0.

1. Localized initial state

To improve the transport efficiency for a localized initial
state |/), we perturb the edge (/, w) which connects the start-
ing vertex and the trap vertex w; Fig. 1(b). The complete
Hamiltonian (9) is therefore

He = Hy + e |1) (w] + e [w)({]. (14)

The perturbation breaks the symmetry of the complete graph
with one trap. This is also reflected in the Krylov subspace
I(H, |w)) (see Appendix B 1) whose dimension changes from
two, for the unperturbed transport Hamiltonian, to three and is
spanned by the basis states

= Y s 1)+ G = 1)11)
N =24 et — 1P

e =D L 1)+ W =D)1D)

- \/(N—Z)(N— 2+ e —1%) ’

Alternatively, as long as A # 0 (the perturbation must ex-
ist), we can define a more suitable basis for Z(#H, |w))

/ 1 . /
) = =5 Do, Iy =11y, (16)

B JjFw,l

ler) = w), lez) =

)

les) 15)

le}) = lw),
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obtained by grouping together the vertices which evolve iden-
tically under the Hamiltonian considered and are identified by
symmetry [62]. The basis (16) does not depend on X or 6, and
it is possible to prove that any basis state of (16) can be written
as a linear combination of the states (15) and vice versa.

Therefore, the transport efficiency (8) for the initial local-
ized state |[) is

n=ea I+ I(es I = 4 1D =1, (17)

independently of A or 8. For the other vertices |a) with a #
w, [, the transport efficiency is

1= leala)? + lesla)P = [iey [ = ﬁ (18)

independently of A or 6.

2. Superposition state

To improve the transport efficiency for an initial superpo-
sition of two vertex states, (|I) + ¢ |k))/~/2, we perturb the
edges (I, w) and (k, w) which connect the two vertices of the
initial state and the trap vertex w; Fig. 1(c). The complete
Hamiltonian (9) is therefore

He = Hy + re k) (w] + re|w) (k| + A1) (w] + Alw)(I].
(19)

We consider the phase factor only for one edge to have the
minimum number of degrees of freedom. The perturbation
breaks the symmetry of the complete graph with one trap.
This is also reflected in the Krylov subspace Z(H, |w)) (see
Appendix B 1) whose dimension changes from two, for the
unperturbed transport Hamiltonian, to three and is spanned by
the basis states

ler) = |w),
o) =i 1)+ =D 4+ (e = 1) [k)

2) — )

\/N—2+ e ® — 1> + A — 1]
1 .
le3) = len D0 I+l +asik) ], (20)
JFw, Lk
with

ap=e 4 1-2,
w=e¢ 1’ —1)+2—N,
wz=eQ4+1—-—N)+1—2,

N = V(N =3)ai 2+ aal? + |as . 1)

Similarly to what is done for an initial localized state,
as long as A # 0, we can define a more suitable basis for
I(H, lw))

le}) = |w),
=Y i Y 31 =D D)+ (e = 1) [k)]
|62> = - - s
VN =3+ 25in%(6/2)
1 .
les) = 72(|l> + e [k)). (22)

The basis in (22) does not depend on A but does depend on 6.
It is possible to prove that any state in (22) may be written as a
linear combination of the states in (20) and vice versa. Using
(22), the transport efficiency (8) for the initial superposition
of two vertex states may be written as

n(0) = (e5 1)1 + (€5 1)1
2sin?(0/2) sin®*[(y + 6)/2]

o2
= cos”[(y +0)/2] + N —3+2sin*(6/2)

’

(23)
which is equal to 1 for
0
% —nr (neNy), (24)

i.e., for @ = 2w — y if we restrict the phases in [0, 2] or for
0 = —y if we restrict the phases in [—m, 7].

B. Complete bipartite graph

The complete bipartite graph (CBG), Ky, v,, is a highly
symmetrical structure defined by two sets of vertices, V| and
V5, such that each vertex of V| is connected only to all the
vertices of V, and vice versa; Fig. 2(a). The number of ver-
tices in V; and V; is respectively N; = |V;| and N, = |V;], so
N = N;| + N, is the total number of vertices. Each vertex in
V1 has degree N,, and each vertex in V, has degree Nj, thus
the CBG is regular only if N; = N,. The Laplacian matrix of
KNI, N> is

L=N Y IDGI+N D IR = D7 i)kl + k).

JEVI heV, JEVI heV,
(25)

The CBG has two symmetries: the graph, as well as its Lapla-
cian matrix, is invariant under the permutation (1) of all the
vertices in V| and (2) of all the vertices in V,. Making one
vertex in V] the trap preserves the symmetry (2) but breaks the
symmetry (1) and the resulting transport Hamiltonian (4) is
invariant under the permutation of all the vertices in V; but the
trap.

The subspace (7) for the transport Hamiltonian is three-
dimensional and is spanned by the basis states (see Ap-
pendix A 2)

1
ler) = w), ex) = \/_N_z,;,: Ih)
1 .
les) = ﬁjzv 1) - (26)
JF#w

According to (8), the transport efficiency for an initial
localized state |l # w) is

1 iflev,
=14 27
g {L ifl eV, @7
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FIG. 2. Complete bipartite graph K43 of order 7 for quantum
transport. The trap vertex w is colored in red. Vertices in V; and
V, are, respectively, second- and first-nearest neighbors of the trap
w. (a) Unperturbed graph. Engineered graphs to achieve the maxi-
mum transport efficiency for the initial state (b) localized at [ € V,
and Hamiltonian (29); (c) localized at [ € V| and Hamiltonian (35);
(d) superposition of two vertex states /, k € V;, and Hamiltonian
(42); (e) superposition of two vertex states /, k € V,, and Hamilto-
nian (48). The perturbed edges are denoted by doubled and dotted
lines. Identically evolving vertices under the given Hamiltonian are
identically colored and labeled.

while for the superposition of two vertex states (|I) +

e k) /N2 is

14-cos :
% ifl, k eV,

n= 1T iflk e, (28)
% ifl e Vyand k € Vs,

provided that [,k # w [63]. There is a finite number of
cases for which the walker is completely absorbed at the trap
(n = 1). Regarding an initial localized state (27), this occurs
for Ny =2 if [ € V| and for N, =1 (star graph) if [ € V;.
Regarding an initial superposition of two vertex states (28),
this occurs for Ny =3 and y =0ifl, k € V}, for N, = 2 and
y=0if [,k eV,,and for Ny =2 and N, =1 if [ € V| and
k e Vg.

Two remarks are here in order, with reference to Egs. (27)—
(28). First, when the initial state (localized or superposition
of two vertex states) involves only vertices from V| (V,),
then n does not depend on N, (N;). Second, we may obtain
unit transport efficiency only for the sets V; and V, having

minimum cardinality, i.e., if these sets contain only the trap
and the vertices involved in the initial state (provided the
proper phase in case of superposition). In detail, for a local-
ized state |l), we have n = 1 iff Ny =2 and V| = {w, [}, or
N, =1 and V, = {l} (star graph with outer trap). Similarly,
for the superposition (|I) + ¢ |k))/+/2, we obtain n = 1 iff
N =3 Vi={w,k},y =0,0r N, =2,V, ={l,k},y =0,
or Ny =2, N, =1, V, ={w, I} and V, = {k}. Therefore, if
the CBG is not strongly unbalanced' and both N; and N,
are sufficiently large, then neither the localized state nor the
superposition of two vertex states, can achieve a high transport
efficiency. Actually, we have = O(1/N) for both the initial
states considered (N; =~ N, = O(N), since N; + N, = N).

1. Localized initial state

All vertices in V; \ {w} are equivalent among them, as well
as all vertices in V, are equivalent among them. Hence there
are only two possible initial localized states to be discussed.
We prove that we achieve n = 1 for the initial localized state
|l) with [ € V, perturbing the edge (I, w), as well as for the
initial localized states |/} with [ € V| and |m) with m € V,
perturbing the edge (I, m).

Edge (I € V,, w). To improve the transport efficiency for
a localized initial state |/) with [ € V,, first-nearest neighbor
of the trap, we perturb the edge (I, w) which connects the
starting vertex and the trap vertex w; Fig. 2(b). The complete
Hamiltonian (9) is therefore

He = H, + re ) (w] + 1e |w)(l]. (29)

The perturbation breaks one symmetry of the CBG with one
trap. This is also reflected in the Krylov subspace Z(H, |w))
(see Appendix B 2) whose dimension changes from three, for
the unperturbed transport Hamiltonian, to four and is spanned

by the basis states
Dnevny 1) + (e — 1) 1)

\/Nz — 1+ |re i — 1)

ler) =[w), le2) =

’

le3) = N1
’ je;w

(he — I)Zhevz\{l} |h) + (N> — D |I)

\/(Nz — DNy — 1+ [rei® — 1)

les) = (30)

Again, as long as A # 0 (the perturbation must exist), we can
define a more suitable basis for I(H, |w)):

le) = lw), le3) =

VN, heVz\
1

) N — E / 'Y = 1

|e3> \/m jeV]\{w} |.]) ’ |e4> |l> ’ (3 )

which does not depend on X or 6.

'A CBG is balanced if N; = N,. We say that a CBG is strongly
unbalanced if Ny < N, or N; > N,.
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Therefore, the transport efficiency (8) for the initial local-
ized state |[) is

n=lea D1+ lea D> = (e, D] =1, (32)
independently of A or 6. If |) = |a) witha € V, \ {l}, then

n = l{eala)” + [{esla)* = [(ehla)|* = Mol @
If [yo = |b) with b € V; \ {w}, then
= (el = eI = 5 (34)

the same result of the unperturbed case (27), and, indeed, the
perturbation does not affect the vertices in V.

Edge (I € Vi, m € V,). To improve the transport efficiency
for a localized initial state |I) with [ € Vj, second-nearest
neighbor of the trap, there is no need to create an edge con-
necting / and the trap vertex w. It is sufficient to perturb the
edge (I, m) which connects the starting vertex and one of the
vertices, say m, in V;; Fig. 2(c). The complete Hamiltonian (9)
is therefore

He = H, + re |1y (m| 4+ re®|m) (1. (35)

The perturbation breaks both the symmetries of the CBG
with one trap. This is also reflected in the Krylov subspace
I(H, |w)) whose dimension changes from three, for the un-
perturbed transport Hamiltonian, to five and is spanned by the
basis states

ler) = w).  lea) = f > ik,

heV,

—N Zjevl\[w,z} /) + (re” —N) )

les) = ,
N, = 2) + el — NP
les) = Zhe%\ |h) + (Np — 1) |m)
! «/71\’2(1\’2— D ’
—i0 _ N No(Ny —2) !
les) = (re Z)Zjevl {(w,l} |j) + N2(N; )| ) (36)

J = 2 — NP+ N2y — 2)F

Again, as long as A # 0 (the perturbation must exist), we
can define a more suitable basis for Z(H, |w))

1
leh) = w), leh) =——= > I,
No =1 i
) =1lm). ley) = ——= D 1), I =1D),
]EV\wl
(37)

which does not depend on A or 6.
Therefore, the transport efficiency (8) for the initial local-
ized state |[) is

n=es DI+ les D = Hes INP =1,  (38)
independently of A or 6. If |y) = |a) with a € V, \ {m}, then

n = leala)* + (eala)? = |(esla)|* = (39)

N —1°

If [yo) = |b) with b € V; \ {w, [}, then
= l{eslb)I* + I{es|b)* = I(€}|b)* = N3 @O
If | o) = |m), then

= lealm)® + |(ealm)* = [(lm)> = 1. (41)

The latter result shows that we can achieve the maximum
transport efficiency for an initial state |m) localized in V,
without perturbing the edge (m, w) connecting it to the trap,
as done before [see Fig. 2(b)]. Perturbing only one edge (I, m)
between vertices in different sets in the CBG, [/ € V| and
m € V,, allows us to achieve = 1 for two initial localized
states, |/} and |m).

2. Superposition state

The CBG is defined by two distinct sets of vertices and
because of their symmetries there are only three possible cases
for an initial superposition of two vertex states |yo) = (|I) +
&7 [k)//2.

[,k € V. We consider the superposition of two vertex
states that are first-nearest neighbors of the trap; Fig. 2(d).
We perturb the edges (I, w) and (k, w) defining the complete
Hamiltonian (9) as

He = H;+ re” " [k) (w] + he"|w) (k|
+ L)l + Afw) . (42)
The perturbation breaks one symmetry of the CBG with
one trap. This is also reflected in the Krylov subspace
I(H, |w)) (see Appendix B 2) whose dimension changes from
three, for the unperturbed transport Hamiltonian, to four and
is spanned by the basis states
ler) = |w),

= Dhevp 1) + G =Dl + (re™ — 1) |k)

\/Nz — 24 e i — 1P+ A — 12

lea) =

’

les) =

1 e
les) = ﬁ(“i Z 1) + o) |1) + o |k)), (43)
heVa\{1,k}
with
o) = e 0 1 -2,

ady=e A —1)+1-N,,

dy=e (1 +r—N)+1—2,

= /s~ Dlef P 1o + e (44)

Reasoning by symmetry, as long as A # 0 (the pertur-
bation must exist), we can define a more suitable basis
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for Z(H, |lw)):
le}) = |w),

= 2nevpn 1)+ e =D ) + (e = 1) k)]
VN, — 2+ 25in%(6/2) ’

lez) =

/ 1 —1
l€f) = J_ >, |e4>=ﬁ(|l>+e9|k>>,

jeVi\fw}

(45)

which does not depend on A but does depend on 6.
Therefore, according to the basis (45), the transport effi-
ciency (8) for the initial superposition of two vertex states is

n(0) = 1y 1> + (e 1)

2sin?(0/2) sin’[(y + 6)/2]

_ 2
= coslly +0)/2+ —0 25in*(6/2)

3

(46)
and equal to 1 (optimal) for
0
% —nr (e Ny, (47)
i.e., for 6 = 2w — y if we restrict the phases in [0, 2] or for
6 = —y if we restrict the phases in [—7, 7].

I,k € Vi. We consider the superposition of two vertex
states that are second-nearest neighbors of the trap; Fig. 2(e).
We perturb the edges (I, m) and (k, m) with m € V, defining
the complete Hamiltonian (9) as

He = H, + re k) (m| + 1™ |m) (k| + A1) (m] + Am) ().
(48)

The perturbation breaks both the symmetries of the CBG
with one trap. This is also reflected in the Krylov subspace
I(H, |w)) (see Appendix B 2) whose dimension changes from
three, for the unperturbed transport Hamiltonian, to five and is
spanned by the basis states

le) = lw), e = m; |y,

—N2 3 v winy 1)+ = N2) 1)

les) =
NN =3) + et — NP 3 — N2
( —if N2) |k>
\/NZ(N‘ —3) + e — NoP + 1= N2
les) = — ZheVz\{m} |h) + (N, — 1) |m)
Na(N, — 1) ’
1 4 . ” "
)=zl X i+ taiin ). @)

jeVi\{fw,l,k}
with
of =No(1 ey —2a,

of = No[a(e® — 1) 4+ No(e™™ +2 — Np),

ag = NZ{NZ — A + e_ie[)\- - NZ(NI - 2)]}5

N = [ = 3l + Lo + g . (50)

Reasoning by symmetry, as long as A # 0 (the perturbation
must exist), we can define a more suitable basis for Z(#, |w)):

le) = lw), lep) =

Y N2 heVz\ m}

— Y evivtur ) S = DD 4 (@ = 1) )]

e} = JNi — 3+ 25in’(6/2) ’
ley) = |m), les) = %(U) + e k), (51)

which does not depend on A but does depend on 6.
Therefore, according to the basis (51), the transport effi-
ciency (8) for the initial superposition of two vertex states is

n(0) = e I + 1(es 1)

2sin?(0/2) sin’[(y + 6)/2]

2
= 2
cos”[(y +6)/2] + N; — 3 +2sin®(0/2)

(52)
and equal to 1 (optimal) for
0
% —nr (e Ny, (53)
i.e., for @ = 2w — y if we restrict the phases in [0, 2] or for
0 = —y if we restrict the phases in [—m, 7].

l € Vi, k € V5. In the last case, we consider the superpo-
sition of a first- and a second-nearest neighbor of the trap,
perturbing the graph as in Fig. 2(c). The complete Hamilto-
nian is (35) and the Krylov subspace is spanned by the states
(37) (where the vertex m is here the vertex k). Therefore,
the transport efficiency (8) for the initial superposition of two
vertex states is

n =110 1P + e (e5) k1P = 1, (54)

independently of the perturbation, A and 6, and of the phase y
of the superposition.

C. Star graph: Central trap

The star graph of order N, Sy, is a particular case of CBG
with V; or V, having only one vertex. We assume N; = 1, so
N, = N — 1, and the central vertex as the trap; Fig. 3(a). The
Laplacian matrix of Sy is

=N — D]w)(w[ + Z 1) = Z(IJ')(wI + [w) (jD-
JFw JjFw

(55
The star graph has one symmetry: the graph, as well as its
Laplacian matrix, is invariant under the permutation of all
its outer vertices. Making the central vertex the trap preserves
such a symmetry and the resulting transport Hamiltonian (4) is
invariant under the permutation of all the outer vertices. Since
the trap is a fully connected vertex, the subspace (7) for the
transport Hamiltonian (4) is the same as that of the complete
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(b) ()

FIG. 3. Star S; of order 7 for quantum transport. The trap ver-
tex w is colored in red and is the central vertex (fully connected).
(a) Unperturbed graph. Engineered graphs to achieve the maximum
transport efficiency (b) for a localized initial state and Hamiltonian
(56) and (c) for an initial superposition of two vertices and Hamil-
tonian (61). The perturbed edges are denoted by doubled and dotted
lines. Identically evolving vertices under the given Hamiltonian are
identically colored and labeled.

graph and is spanned by the states (11) [64]. Therefore, the
transport efficiency for an initial localized state is (12) and
that for an initial superposition of two vertex states is (13).

1. Localized initial state

To improve the transport efficiency for a localized initial
state |I), we perturb the edge (/, w) which connects the start-
ing vertex and the trap vertex w; Fig. 3(b). The complete
Hamiltonian (9) is therefore

He = H, + re 1) (w] + 1e |w) (1] . (56)

The perturbation breaks the symmetry of the star graph
with one trap. This is also reflected in the Krylov subspace
I(H, |lw)) (see Appendix B3), which, despite being two-
dimensional as that for the unperturbed transport Hamiltonian,
is spanned by different basis states

=2 jpwa 1)+ (e = DI

lea) =
\/N — 24 |rei® —1)?

ler) = |w), (57)

The perturbation alters the Krylov subspace relevant to the
computation of the transport efficiency since the two bases for
the unperturbed and perturbed system, (11) and (57), respec-
tively, span different two-dimensional subspaces.

Therefore, the transport efficiency (8) for the initial local-
ized state |[) is

(1.0) = |(e2) IP e~ — 1
nA, = [{e = -
? N—2+ et — 1P
N -2
- (58)

A2 —2xcos(@)+N —1°

The star graph S, (N = 2, i.e., two vertices connected by an
edge) provides n = 1 independently of the perturbation. For
N > 2, instead, the transport efficiency does depend on the
perturbation, both A and 6, and its maximum is

(A + 1)
A2420+N—1

and, as evident also from (58), approaches the optimal value 1
in the limit of an infinitely strong perturbation

Nmax = 77()», 77) = (59)

lim n(x,60)=1. (60)
A— 400

Therefore, unlike the other graphs, a small perturbation of the
edge connecting the starting vertex to the trap does not lead to
the optimal transport efficiency.

2. Superposition state

To improve the transport efficiency for an initial superpo-
sition of two vertex states, (|I) + ¢ |k))/+/2, we perturb the
edges (I, w) and (k, w) which connect the two vertices of the
initial state and the trap vertex w; Fig. 3(c). The complete
Hamiltonian (9) is therefore

He = H; + re ™ [k) (w| + re” |w) (k|
+ M| (w] + A w) {I]. (61)

We consider the phase factor only for one edge to have the
minimum number of degrees of freedom.

Similarly to the case of the localized state, the resulting
Krylov subspace is two-dimensional and is spanned by the
states (see Appendix B 3)

ler) = [w),
= 2wk 1N+ Oo= DD+ (e™ = 1) [k)

\/N — 3+ he i — 1P+ (L — 1)2

(62)

lex) =

Therefore, the transport efficiency (8) for the initial superpo-
sition of two vertex states is

N 0., y) = l{e2) Yol
0= D+ — )
C2IN =34 — 12+ |he® — 1]

(63)

It depends not only on the perturbation, A and 6, but also on
the specific initial superposition, y. We observe that n(A, 6 =
0,y = 0) = 1 for N = 3, otherwise the transport efficiency is
never optimal, n < 1.

Proof. The transport efficiency can be rewritten as

oy + € oy |
2(N = 3) + 2(Joy > + low?)’

n, 0,y) = (64)
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where o; = A — 1 and o = Ae ™ — 1. Now we set N =3
and we study when n = 1. Following the proof of the triangle
equality we have

v 2 2 2 2 2
log + e o |~ < lay|” + o™ + 2ley o | < 2(Jog |~ + fex]”),

(65)
where the last inequality follows from (|oy| — |og|)? = 0. If
|a;| = |ok| =: ||, then the inequality reduces to

lal? cos*(y/2) < . (66)

The equality holds for ¢ = 0 or, otherwise, for y = 0. In
detail, recalling their definition, |o;| = || if 8 = 0. This is
the first necessary condition to achieve n = 1. The solution
o = 0 is not acceptable as it implies A = 1, i.e., removing
both the edges (w, k) and (w, 1) ie., all the edges of S3. If
A # 1, the other solution is for y = 0, from cos?(y /2) = 1.
In conclusion, if N = 3, then n(%, 0 = 0, y = 0) = 1. Other-
wise and for N > 3, the transport efficiency is never optimal,
n < 1.

As well as in the case of the initial localized state, the
optimal transport efficiency n = 1 is attained independently
of N in the limit of A — +o00.

The star graph is a case of interest because, unlike all
the previous examples investigated, the minimal perturbation
is not sufficient to achieve the optimal transport efficiency.
In all the previous cases, the perturbation affects the Krylov
subspace required to assess the transport efficiency and in-
creases the dimension of the subspace in such a way that
the initial state considered is entirely contained in it. As a
result, the overlap of the initial state and the subspace is equal
to 1, thus n = 1. Instead, in the star graph the perturbation
changes the Krylov subspace but preserves its dimension
and the initial state considered is never entirely contained in
it.

D. Star graph: Outer trap

We now assume that the trap w for quantum transport
in Sy is not the central vertex ¢, whose degree is deg(c) =
N — 1, but one of the outer vertices, say, w, whose degree
is deg(w) = 1; Fig. 4(a). In other words, we consider the
CBG with N = N — 1 and N, = 1. For clarity, we rewrite the
Laplacian matrix of Sy as

L =N —Dlc){cl+ Z 1) 1= Z(IJ'HCI + 1) {jD.  (67)
j#c J#e

The star graph, as well as its Laplacian matrix, is invariant
under the permutation of all its outer vertices. Making one
of the outer vertices the trap breaks such a symmetry, and
the resulting transport Hamiltonian (4) is invariant under the
permutation of all the outer vertices but the trap.

The subspace (7) for the transport Hamiltonian (4) is three-
dimensional and, according to (26), is spanned by the basis

>The matrix element of the complete Hamiltonian is (w|H |k) =
(k| H |lw) = —1 + A, and similarly for (w| H |I) = (/| H |w) because
under the condition 6 = 0.

a a

\_/
/.\ ®

a

(b) ()

FIG. 4. Star S; of order 7 for quantum transport. The trap vertex
w is colored in red and is one of the outer vertices, not the central
one c. (a) Unperturbed graph. Engineered graphs to achieve the
maximum transport efficiency (b) for a localized initial state and
Hamiltonian (71) and (c) for an initial superposition of two vertices
and Hamiltonian (77). The perturbed edges are denoted by doubled
and dotted lines. Identically evolving vertices under the given Hamil-
tonian are identically colored and labeled.

states

ler) = |w), [e2) =]c),

1 ,
les) = I Y1) (68)

j#ew

According to (8), the transport efficiency for an initial
localized state |l # w) is

1
n=1_1
N-2

while for any superposition of two vertex states (|/)+
e |k))//2, we have

ifl =c,

i1 ¢ w, (69)

AL ifl=cork=c,
= { ey (70)
N ifl,k #c,w.
The walker is completely absorbed at the trap (n = 1) if ini-
tially localized in the central vertex and for N =4 and y =0
for the initial superposition of states. In both cases, if the
initial state does not involve the central vertex ¢, n ~ 1/N for
N > 1 and limy_, 4 n = 0. Instead, for the superposition of
two vertex states of which one is |c), n approaches 1/2 in the
limit of N — +o0.

1. Localized initial state

To improve the transport efficiency for a localized initial
state |/), we perturb the edge (/, ¢) which connects the starting
vertex and the central vertex c, not the trap w; Fig. 4(b). The
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complete Hamiltonian (9) is therefore
He = Hy + 2e™™ |1) (] + 1e” |e) (. (1)

The perturbation breaks the symmetry of the star graph
with one trap. This is also reflected in the Krylov subspace
I(H,|w)) (see Appendix B4), which, despite being three-
dimensional as that for the unperturbed transport Hamiltonian,
is spanned by different basis states

ler) =[w), le2) =lc),
=Y it 1)+ Ge™ = 1) 1)

\/N — 34 re i — 1)

le3) = (72)

The perturbation alters the Krylov subspace relevant to the
computation of the transport efficiency since the three bases
for the unperturbed and perturbed system, (68) and (72), re-
spectively, span different three-dimensional subspaces.

Therefore, the transport efficiency (8) for the initial local-
ized state |[) is

n(x, 0) = [{e3) 1|

e
N =3+ e — 1]
N-3
=1- (73)

A2 —2icos(@)+N —1°

The star graph S3 provides n = 1 independently of the per-
turbation. For N > 3, instead, the transport efficiency does
depend on the perturbation, both A and 8, and its maximum
is

_ A+ 1)
T4 20 +N =2

and, as evident also from (73), approaches the optimal value 1
in the limit of an infinitely strong perturbation

Nmax = 77()‘9 ) (74)

lim n(x,60) = 1. (75)
A——+o00

Perturbing an edge (c, I), with [ # w, still makes the initial
localized state |c) achieve n = 1. The transport efficiency of
an initial localized state |a) with a # ¢, [, w is

1
A2 —2XcosO +N —2°

n(x, 0) = {es)al* = (76)

2. Superposition state

To improve the transport efficiency for an initial superpo-
sition of two vertex states, (|I) + ¢ |k))/+/2, we perturb the
edges (/, ¢) and (k, ¢) which connect the two vertices of the
initial state and the central vertex c; Fig. 4(c). The complete
Hamiltonian (9) is therefore

He =H, + 2|1 (] + A]e) (]
+ re k) (c| + e |e) (k] (77)

We consider the phase factor only for one edge to have the
minimum number of degrees of freedom.

Similarly to the case of the localized state, the resulting
Krylov subspace is three-dimensional and is spanned by the

states (see Appendix B 4)
ler) = |w), le2) =1lc),
= icewax 1) F =D+ (ee™ — 1D |k)

\/N—4+(k— 12 + e — 1

les) =

(78)

Therefore, the transport efficiency (8) for the initial superpo-
sition of two vertex states is

n(x,0,y) = l{es) Yol

_ e =Dterae’ — D )
2N =4+ [he® — 17 + (A — 1)2)
It depends not only on the perturbation, A and 6, but also on
the specific initial superposition, y.
Similarly to the discussion of Sec. IV C 2, we observe that
n(A,0 =0,y =0)=1 for N =4, otherwise the transport
efficiency is never optimal, n < 1.

V. NULL TRANSPORT EFFICIENCY

So far, our discussion has been about achieving unit trans-
port efficiency. However, sometimes one might be interested
in achieving the opposite result, = 0, e.g., when the purpose
is to avoid loss phenomena. To obtain a null transport effi-
ciency, the walker must never reach the trap vertex |w), which
is where the loss process occurs. For any given initial state
|0), this condition can be written as

(ex|¥o) =0 Vk, (80)

where {|ex)}i=1... m are the basis states of the m-dimensional
Krylov subspace required to compute the transport effi-
ciency (8). In other words, the walker will never reach the
trap vertex |w) only if [yp) is orthogonal to that Krylov
subspace.

To achieve n = 0, the first obvious condition is {(w|y) =
0. The remaining conditions depend on the given graph, i.e.,
on the unperturbed transport Hamiltonian. For the complete
graph and the star graph with central trap [basis (11)] those
conditions read as follows:

(wl) =0, Z(]Wo) =0, 81)
j#w
and those for the complete bipartite graph [basis (26)] are

(Wige) =0, D (o) =0, D (ki) =0, (82)

jeVi#w keVy

and those for the star graph with outer trap [basis (68)] are

(i) =0, D (jlgo) =0, () =0,  (83)

JFw,c

where ¢ denotes the central vertex of the star graph. According
to these conditions, it is immediately clear that a localized
state will always provide a nonzero transport efficiency, since
a localized state has always nonzero overlap with at least one
of the basis states.

Let us now discuss some relations between stationary
states of the unperturbed transport Hamiltonian (4) and states
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providing n = 0 for the graphs considered. Any state |v)
that satisfies (81) is also a stationary state of the transport
Hamiltonian of the complete graph, as well as of the Laplacian
matrix,

M fv) = L [v) =N v) = Y (jlv) k) =N v). (84)
Jih
The same happens for the star graph with central trap, where

any state |u) that satisfies (81) is also a stationary state of the
transport Hamiltonian, as well as of the Laplacian matrix,

M ) = L9 ) = u) = Y Glw) lw) = |m).  (85)
J

Instead, in the complete bipartite graph, as long as the param-
eters N; and N, are different, a state |¢) that satisfies (82) may
not be a stationary state. As an example, the state

1£) = 313D = k) + (r) = )], (86)

with [, k € Vi \ {w} and r, s € V,, fulfills the condition (82),
but it is not an eigenstate of the Laplacian or transport Hamil-
tonian of the CBG, since

HPE |2y = LNl = k) + Ni(lr) — Is)] € 12) . (87)

As a final remark, we point out that any eigenstate of the
transport Hamiltonian H, (4) associated to a real eigenvalue®
is a stationary state and provides null transport efficiency.
Instead, a state with null transport efficiency is not necessar-
ily a stationary state. Being a stationary state is a sufficient,
but not necessary, condition for having n = 0. As an exam-
ple, any linear combination of the Hamiltonian eigenstates
with real eigenvalues is not a stationary state, but it still
provides n = 0.

VI. CONCLUSIONS

In conclusion, we have investigated in details the transport
efficiency of a quantum walker on highly symmetric graphs.
In particular, we have analyzed situations where the walker
is initially localized at a vertex, or may be prepared in a
superposition of two vertex states, and the goal of the transport
protocol is to trap the walker at a specific trap vertex. In our
scheme there is only one trap vertex, w, which is accountable
for the loss processes with a rate x. The (transport) Hamil-
tonian of the system is H;, = £ — ik|w){w|, where L is the
Laplacian matrix of the graph. We have analyzed in detail the
dynamics of CTQWs on complete, complete bipartite, and star
graph.

We have analytically evaluated the transport efficiency by
computing the overlap of the initial state with the Krylov
subspace 7 relevant to dynamics of the system. After that,
we have engineered the graph with the minimal perturbation
required to achieve the optimal transport efficiency, n = 1.
The perturbation consists of adding an extra weight in the

3Eigenstates associated with complex eigenvalues & decay or in-
crease with time, depending on the sign of ¢. Here the total density
is subjected to the loss process since the imaginary part of the sum
of the eigenvalues of #, is Im[Tr(#,)] = —«x < 0.

form Ae, with A > 0 and 0 < § < 2, to one or two edges
for the initial localized state, |/), or the superposition of two
vertex states, (|I) + e |k))/ V2, respectively. The perturbed
edges involve the vertices used to define the initial state and
the perturbation induces chirality in the system.

We have started our analysis by considering CTQWs on
unperturbed complete and bipartite complete graphs, since
they cannot achieve unit transport efficiency for initially lo-
calized states. We prove that introducing a perturbation breaks
the symmetries of the original graph, increases the dimen-
sion of the Krylov subspace, and allows one to achieve unit
transport efficiency. This is true also for an initial superpo-
sition of two vertex states, and in this case the two edges
should be perturbed by terms with matching phases. We have
also considered the case of the star graph, where the mini-
mal perturbation mentioned above is not sufficient to achieve
unit transport efficiency. Indeed, the perturbation affects the
Krylov subspace but preserves its dimension with respect to
the unperturbed case. As a result, the initial state may have a
component outside of the Krylov subspace and the transport
efficiency may not achieve unit value. On the other hand, if
the trap is one of the outer vertices, the initial state localized
at the central vertex leads to unit transport efficiency even for
the unperturbed graph.

Overall, our results suggest that breaking the symmetries
of a graph may improve the transport efficiency. In particu-
lar, we have shown that unit transport efficiency is possible
when a graph may be perturbed in such a way that the
dimension of the relevant Krylov subspace is increased. In
general, the needed perturbation corresponds to the introduc-
tion of a slowly varying external magnetic field, which adds
Peierls’ phases to the system [57,65] and, in turn, induces
chirality. Experimentally, directional continuous-time quan-
tum walks can be realized using nuclear magnetic resonance
[56] or linear optics [66]. Our results also show that unit
transport efficiency is possible without environmental noise,
and pave the way to graph engineering for enhanced quantum
transport.
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APPENDIX A: BASIS OF THE KRYLOV SUBSPACE
RELATED TO THE UNPERTURBED TRANSPORT
HAMILTONIAN

In this Appendix we show how to construct by means
of the dimensionality reduction method (Sec. II) the ba-
sis states of the Krylov subspace Z(H,|w)) (7) required
to compute the transport efficiency (8) for the unperturbed
transport Hamiltonian H (4) of each graph discussed. The
first basis state is always the trap, |e;) = |w). In the follow-
ing, O.N. denotes the orthonormalization of the current state
H |ex) with respect to the previous basis states {|e;) , ..., |ex)}
and, for brevity, we denote the Krylov subspace by Z.
The procedure stops when we find the minimum index m
such that H |e,,) € span({le}), ..., |en)}), as this then implies
H* |w) € span({ler) , ..., len)}) =: T Yk € No.
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1. Complete graph

The Laplacian matrix of the complete graph Ky is (10),
thus the unperturbed transport Hamiltonian is

N N
H=NY_1j)(il— Y 1i)thl —ix|w) (wl. (Al
j=1

joh=1

The basis states (11) are obtained as follows:

N
Hler) = (N = 1—ix) |w) — Y _|j)

JFw
=N —1—ik)|er) — VN —1]es)
2% Jea),  Hlex) € span(fler),lea))).  (A2)

2. Complete bipartite graph

These calculations are given in [63] and are reported here
for completeness. The Laplacian matrix of the CBG graph
K, v, 1s (25), thus the unperturbed transport Hamiltonian is

H=N2 ) 1)1+ N Y bl

JjeVI heV,
=Y AN+ ) GD — ik lw)(w]. (A3)
jEV] /’lEVZ

Recalling that we assume w € Vi, the basis states (26) are
obtained as follows:

Hler) = (N2 — i) [w) — Y |h)

hGVZ

=Ny — i) |er) — Vs lea) 255 Jea) . (Ad)

Ny 1 .
H|ez>=ﬁ2|h>—WZZ|J>

heVs 2 jeVi hevs

=Nilea) = VN2 Y 1) =/ Naler)

JeVi\{w}
= Nile2) — VNo(Ny — 1) |e3) — +/Na |ey)
H les) € span({le;) , |e2) , le3)}). (AS)

ON.
— les),
3. Star graph: Central trap

The Laplacian matrix of the star graph Sy is (55), thus the
unperturbed transport Hamiltonian is

N
H=N - Dw)(w| - Z(|w> G117 {wl = 1) (GD
J#w
— ik Jw) (w], (A6)

where w is the central vertex. The basis states are the same
as those of the complete graph (11) and are obtained as

follows:

N
Hley)= (N —1—ix)|w) = Y _|))
JF#w
=(N—1-ik)|e1) = VN =1le)
Hlea) € span(fler) . le)}). (A7)

O.N.
—_—> |€2> ,

APPENDIX B: BASIS OF THE KRYLOV SUBSPACE
RELATED TO THE HAMILTONIAN ENGINEERED
FOR MAXIMUM TRANSPORT EFFICIENCY

In this Appendix we show how to construct by means of
the dimensionality reduction method (Sec. II) the basis states
of the Krylov subspace Z(H, |w)) (7) required to compute
the transport efficiency (8) for the perturbed transport Hamil-
tonian H (9) of each graph discussed. The Hamiltonian is
properly defined and perturbed depending on the initial state
considered, localized at a vertex, |y) = |/}, or superposition
of two vertex states, |/o) = (|I) + € Ik))/ﬁ, with [, k # w
(vertices different from the trap). The first basis state is al-
ways the trap, |e;) = |w). In the following, O.N. denotes the
orthonormalization of the current state H |e;) with respect to
the previous basis states {|e;), ..., |ex)} and, for brevity, we
denote the Krylov subspace by Z. To simplify the calcula-
tion, we neglect the normalization constant of the state |e,)
when computing H |e,). Indeed, the normalization constant
contributes only as a multiplicative constant, which can be
absorbed in the final normalization procedure to get |e, ).
The procedure stops when we find the minimum index m
such that H |e,,) € span({|e1), ..., |em)}), as this then implies
H* |lw) € span({le1), ..., len)}) =: I Vk € No.

1. Complete graph
The Laplacian matrix of the complete graph Ky is (10).

a. Localized state

The complete Hamiltonian to achieve the optimal transport
efficiency for the initial localized state |/) is

N N
H=NY_[)l— Y 1Al — iclw)(w]
j=1

jh=1
+ xe|w) (1| + re |1) (w]. (B1)

The basis states (15) are obtained as follows:

N
Hler) = (N — 1 — i) [w) = Y |j) +re |1)
j#w

2% Jea). (B2)

N
Hlez) o A(h — €) [w) + (N — 1 —2e™) Y | j)

J
ON,
+Nley) — les),

H |e3) € span({le1) , le2) , |e3)}). (B3)
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b. Superposition state

The complete Hamiltonian to achieve the optimal transport
efficiency for the initial superposition of two vertex states is

N N
H=NY_[)l= Y 1k = iclw)(w] + Aw) (]
j=1 jh=1
+ A (w| + 1 |w) (k| + re P k) (w]. (B4)

The basis states (20) are obtained as follows:

N
Hley) = (N —1—ik)|w) = Y1)+ e [k) + 1 [1)
JFw
25 les), (BS)

N
Hlex) o< Nlea) = [-(N = D)+ a1+ 7)1 ) 1))
J

+[Ah = D)+ 2% (he™™ — D] |w)

ON.
—> les),

Hles) € span({le1) , |e2) . [e3)}). (BO)

2. Complete bipartite graph
The Laplacian matrix of the CBG Ky, n, is (25).

a. Localized state

In the CBG there can be two different initial localized
states |I), 1) [ € V, and ii) [ € V; (Fig. 2), thus we consider
two different Hamiltonian to achieve the optimal transport
efficiency. In the first case the complete Hamiltonian is

H=No Y 1)+ N Y =YY (1)l

JEV; heV, JjeVI heV,
+ 1) (j1) — ik |w) (w] + re w) (1] + re™ 1) (w].
(B7)

The basis states (30) are obtained as follows:

Hler) = Ny — i) [w) — Y [k) + 2™ |1) 25 Jea).

k€V2
(BS)
Hle) o< Ny lea) + (Vo — 2e ™) Y 1)) 25 Jes).  (BY)
JEVI
Hles) o Ny les) — Ny — 1) Y 11y 255 fey) |
]1€V2
Hles) € span({len) . lea) . le3) . les))). (B10)

In the second case the complete Hamiltonian is
H=Ny Y 1)1+ N Y (R =YY (1)l
jeVi heV, JjeVI heV,
+ 1) (1) — irclw) (w] + 1 [m)(I] + re™|1) (ml,
(B11)

and the basis states are (36) obtained as follows:

Hler) = Ny — i) [w) = Y 1) =5 lea).  (B12)
I’lEVZ
Hlex) o —N2 Y1) +re 1) 25 Jes),  (BL3)
JEVI
M les) o< Ny les) — [Na(Ny — 2) + (e — N)1 Y |h)
hEVz
+ae (e — Ny m) 255 Jey) | (B14)
H les) o Ni lea) + (1 - i)m m) 5 Jes) .
N
Hles) € span({ler) . le2) . les) . lea) . les))).  (B1S)

b. Superposition state

There are three different initial states to be considered: (1)
LkeV,,)leVi\{w}andk € V,and 3) [ € V; and k €
V5. For case (3) the Hamiltonian (B11) already leads to perfect
quantum transport, thus we will focus on the two remaining
cases.

In the first case the complete Hamiltonian is

H=Ny Y 1)1+ N Y Iy =Y (1)l
JEVi heV, JEVI heVs
+ [B) (1) — iclw) (w] + e |w) (k| + e~ [k) (w]
+Afw) (I + A1) (w], (B16)
and the basis states (43) are obtained as follows:
Hler) = Ny — i) [w) = Y |h) + ke ™ |k) + A1)
heV,

ON,
— le2),

(B17)

Hlez) oc [Ny — 1 — (e™ = 1)+ (o= DI Y _ 1))

JeVI
N les) 255 Jes) (B18)
Hles) o< Nales) — (N1 = 1) D h) 255 ea).
I’lEVz
H les) € span({ler) , |e2), |e3) , les)}). (B19)

In the second case the complete Hamiltonian is
H=No Y 1)1+ N Y =Y (1)l
JEV heV, JjeVI heV,

+ 1) (1) — ik [w) (w] + e Jw) (m]| + he™™ k) (m

+ Am) {I| + 1 |l) (m], (B20)
and the basis states (49) are obtained as follows:
. ON.
Hler) = Ny — i) [w) = Y |h) == lea),  (B21)
h€V2
. —i O.N.
Hlea) o< Nilea) — No D 1) +he ™ k) + A [1) == |es) .
JEVI

(B22)
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M les) o< [Noy(Ny — 1) — 2 — e ™1 ) |h)
h€V2

+ A = No) + Ae? (e — Ny)] |m)
2% ey (B23)
1 . 1
H leq) o [(1 - E) +N, — 1:|§|/) +A(1 — 172) 1)

+ re (1 Nz) |k) — les),

H les) € span({le1), |e2), le3) , |eq) , les)}). (B24)
3. Star graph: Central trap

The Laplacian matrix of the star graph Sy is (55). Since the
trap vertex is the central one, the initial states can involve only
the outer vertices (Fig. 3).

a. Localized state
The complete Hamiltonian for the initial localized state |/)
is
N

= (N = Dlw)(w| = > (w){jl + 1)) wl + 1) (D)
jw

—ik|w)(w| + re|w) (| + re” |1y (w|.  (B25)

The basis states are the same as those of the complete graph
(11) and are obtained as follows:

N
ST+ e |1

Hler) = (N — 1 —ik)|w) —
JAw
% les),  Hles) € span({ler), ex)}).  (B26)

b. Superposition state

The complete Hamiltonian for the initial superposition of
two vertex states is

= (N — Djw)(w| — Z(Iw YU 1wl + 1) D
JFwW
— iklw)(w| + re” |w) (k| + re™™ |k) (w]

+ AMw) (1] + A1) (w] . (B27)

The basis states (62) are obtained as follows:

N
=3+ re k) + A,

Hler) = (N — 1 — ix) |w)
j#w
2% lea),  Hlex) € span(fler), lea))).  (B28)

4. Star graph: Outer trap

We now consider as a trap vertex one of the outer vertices,
thus w # c.
a. Localized state

The complete Hamiltonian for the initial localized state |/},
with [ # ¢, is

= (N = Dle)(c] - Zuc Gl L el + 1Y GD
J#c
—ix|e){c| + re|e) (1] + re |1 (c]. (B29)
The basis states (72) are obtained as follows:
Hler) = le) + (1 —iic) [w) 255 Jey) , (B30)

Hle) <« (N —1)]er) + |w) —

Z 1j) +re |l

JF#w,c

ON.
— les),

H |es) € span({ler), |e2) , [e3)}).
(B31)
b. Superposition state

The complete Hamiltonian for the initial superposition of
two vertex states is

= (N — Dle){c| — Z(Ic YU+ 1) el + 17D
J#e

— ik |w) (w| + re” [c) (k| + re™?[k) (c|

+ Ale) (] 4+ All){c|. (B32)
The basis states (78) are obtained as follows:
. ON.
Hler) = lc) + (1 —ik) |w) —> |e2), (B33)

Hlez) o< (N — 1) ]e2) + |w) — re™ |k)

Z'J + Al A

JF#w,c

ON,

H les) € span({lei) , [ea) , |es)}).
(B34)
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