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1. Introduction

The development of optics is focused to understand and inter-
pret the many optical phenomena observed (interference, diffrac-
tion, ...). In the 19 century the investigation of these phenom-
ena was restricted to direct observation and photographic plates.
The information available was about the spatial distribution of
light, being restricted to averages, and there was a lack of knowl-
edge about the time resolved information. In order to describe
the experimental results, only the geometrical optics (coming from
Greeks) and the wave optics (due to Huygens’ ideas and Fresnel’s
mathematical models) were enough. When the laser was invented
(and experimentally realized) it became possible to fully exploit
the coherence properties of light (holography experiments), to per-
form the spectroscopic investigation of the (quantum) atom, the
dynamics of chemical and biological processes and so on. Fur-
thermore, the high intensities achievable with laser beams made
possible the realization of nonlinear optical effects (generation of
sum-, difference- and high-order frequencies) [1].

Optics is one of the best testing grounds of quantum mechan-
ics. Today, the investigation of optics, or, rather, quantum optics
is based on lasers, as light sources, and on the photoelectric effect,
as detection strategy: in this way it is also possible to generate
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exotic quantum states. It is worth noting that, by means of the
photoelectric detectors, one can address individual events which
generate photocurrents. All this unavoidably leads to the advent of
the so-called statistical optics.

The following pages are not a review paper on “quantum op-
tics” and, therefore, we have chosen to cite only few necessary
references that the reader can use to improve the study. This is just
a tutorial, with useful examples and simple exercises. It aims at
introducing the reader to the (not always) basic elements of quan-
tum optics, useful to quickly start to deal with it. The advanced
student will find a useful compendium of the main quantum optics
elements, while the beginner will meet the most common optical
quantum states (Fock, coherent, thermal states), quantum optical
devices (beam splitters, squeezers) and the fundamental tools to
describe them (operators ordering, quasi-probability distributions,
homodyne tomography).

The plan of the tutorial is the following. After reviewing the
mathematical description of the classical monochromatic wave
(sect. 2), we discuss the quantization of the electromagnetic field
and its basic states (sect. 3), also providing the fundamental tools
to deal with their time evolution (sect. 4). The reader will meet
the theoretical description of the linear and bilinear interactions
of modes usually exploited in quantum optics: the beam splitter
implementing the mode-mixing interaction (sect. 5), the single-
mode (sect. 6) and the two-mode squeezing operations (sect. 7).
Then, we turn the attention on the characterization of the states.
A method to study the photon number statistics based on the mo-
ment generating functions is provided (sect. 8). In order to describe
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the properties of the quantum states, we introduce the Fano fac-
tor and the Mandel parameter (sect. 9) and the operator ordering
(sect. 10).

The last part of the tutorial is devoted to a different approach
to describe quantum states, based on the characteristic functions
(sect. 11) and the quasi-probability distributions (sect. 12). This
approach leads us to the concept of nonclassicality related to the
phase-space analysis and we also briefly discuss the main tech-
niques to generate nonclassical optical states (sect. 13). Thereafter,
we show the link between the Wigner function and the expec-
tation values of the quadrature operators (sect. 14) and how it
is possible to measure the expectations of quadrature operators
through the so-called homodyne detection (sect. 15). The working
principle of the homodyne tomography is also explained in some
detail (sect. 16). Eventually, we close the tutorial drawing some
concluding remark (sect. 17).

2. Classical waves and quadratures

An electromagnetic wave in isotropic insulating medium is de-
scribed by the wave equation:

2

19
V2E(r, t) — C—ZB?E(r, t)=0 1)

whose (monochromatic) solution can be written as:
E(r,t) = [a (r) e~ ¢+ o*(r) e"wf] p(), )

where r and t represent the position vector and the time, respec-
tively, a(r) is a complex amplitude function, w is the frequency
of the wave and p(r) the polarization vector. We can rewrite the
amplitude «(r) as:

a(r) = ao(r) e'?®, 3)

where o(r) is the (dimensional) magnitude of the field and the
phase term ¢(r) determines the shape of the wave front. It is
worth noting that the spatial distribution of ¢ (r) describes the cur-
vature of the wave. In the case of a plane wave with wave vector
k = w/c and moving along the positive direction of z-axis we have:

ikz

a(r) =age"™ = E(r,t) = 2ap cos(kz — wt) p(r). (4)

In general, the phase function ¢(r) describes the shape of the
wave front as well as its absolute phase with respect to a refer-
ence. If we introduce the following quadratures:

x1(r) = ao(r) + g (1), (5a)

X2(r) = —i [ (r) — g ()], (5b)

we can explicitly write the absolute phase as:

go(r) = tan™" ["2—“)] , (6)
x1(r)

and Eq. (2) rewrites:

E(r,t) = Eq [X1(r) coswt + x3(r) sinwt] p(r). (7)

In Fig. 1 (a) we show the graphical representation of the classical
wave in Eq. (7) in a given space point r at time t, which corre-
sponds to a point in the two-dimensional x;-x; plane. This kind
of representation of the classical fields can be used to describe in-
terference and diffraction phenomena.

In the presence of quadrature fluctuations, the complex ampli-
tude «(t) of a classical field can be written as (without loss of
generality we assume o € R):
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Fig. 1. (a) Phasor representation of the classical wave in Eq. (7). (b) In the limit
oo > 8x1(t) the fluctuations of the quadratures §x;(t) and éxz(t) correspond to
amplitude and phase fluctuations (see the text for details).

a(t) = og + 8x1 (t) + i8x2(¢). (8)

In the limit og >> 8x1(t), 8x2(t), it is clear from Fig. 1 (b) that 8x1(t)
leads to fluctuations of the amplitude of o, whereas éx,(t) is re-
sponsible of its phase fluctuations. Therefore, one usually refers to
the quadrature x; as “amplitude” and to xp as “phase”. We recall
that phase and amplitude modulation can be used to encode sig-
nals into a classical electromagnetic wave.

Starting from the quadratures introduced in Egs. (5), we can de-
fine the generic quadrature (since we are considering a particular
point of the space at a given time, we drop the explicit depen-
dence on r and t):

Xp = X1 COSO + X2 sinf. (9)

In the presence of a classical field, the value of x4 oscillates as a
function of the quadrature phase 6.

3. Basics of electromagnetic field quantization

Modern light detectors are based on the photoelectric effect
and, therefore, the introduction of the quantization of electromag-
netic field is somehow natural. However, quantization is needed
also to describe our vision process. Let us think of a starry night:
if the vision process were based on a classical effect, the image of
the stars would require many seconds to build up, that is the time
needed to collect enough energy, like a 19" century photographic
plate. Since this is not the case (we see the faint stars!) and today
we know that we need less than ten photons (depending on the
frequency) to “detect” an object, we can conclude that a quantized
description of light is needed.

In this section we briefly review the main steps to write the
quantized Hamiltonian of the electromagnetic field [2]. We con-
sider a cavity with a roundtrip L, thus only the discrete optical
modes whose frequencies satisfy the relation w; = 2mwcl/L, with
1=0,1,2,..., are allowed. Upon introducing the quadratures xj
and x;; of each mode I, the Hamiltonian H of the classical fields
can be written as (for the sake of simplicity we introduce the
quantum constant h):

H=Xl:%(x§,+x§_,). (10)

In order to quantize H, we define the canonical variables:

h h(l)l
QIZ,IZ—XLI and p;=./—= X2 (11)
wj 2

and the previous Hamiltonian becomes:
1 2 2 2
H=52’j(p,+w,q,). (12)

The canonical quantization is obtained substituting to q; and p;
the canonical operators §; and p;, respectively, with commutation
relation [§;, pr] = ih &)k, that is:



S. Olivares

A~ 1 A A

HZEZ(PIZ‘H"!ZQIZ)' (13)
l

We now introduce the annihilation and creation operators for the
I-th mode, @ and &7, respectively, with [d;, &Z] =8k, and define the
following quadrature operators:
%11 =d +af 0 _ifa AT

n=aq+a and x;=-ila—4q ), (14)

and the position- and momentum-like operators:

a= \/22@, (a+af) (15a)
b= —i@ (a, - a,T) , (15b)

where [R5, X2k] = 2i8x. The quantum Hamiltonian A can be
written as:

R a1
A=Y hoy (a,*a,+§>, (16)
1

that is the Hamiltonian of a set of quantum harmonic oscillators
with frequencies w;. From now on we consider a single mode with
frequency w described by the field operator a.

As in the classical case, we can define the generic quadrature
operator as:

Xg = X1 €0SO + X, sinf (17)
=ae 0 4 qgfel?. (18)

We will see in the following that the expectation values of Xy can
be rather different with respect to the case of the classical quadra-
ture.

3.1. Fock states

The eigenstates of the number operator i = a'a are the Fock
states or number states |n), n € N, and the corresponding eigen-
values are the integer numbers n, namely:

filn) =nin). (19)

We recall that the Fock states are a resolution of the identity op-
erator, ) . |n)(n| = L. The action of the annihilation and creation
operators on a Fock state is:

ajn) = v/njn — 1), (20a)
aflny =vn+1n+1), (20b)

respectively. It is worth noting that the vacuum state |0) is an
eigenvector of the annihilation operator with zero eigenvalue.
Sometimes it is useful to write |n) as a power of the creation op-
erator applied to the vacuum state, namely:

(@)
m="7-10). (1)

Exercise 1. Calculate the variance A2(fi) of the number operator fi
given the Fock state |m), namely:

A%(f) = (m|A%im) — (m|Alm)>. M
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Let’s turn our attention on the expectations of the quadrature
operator Xg. In the presence of a Fock state |n) it is easy to show
that (n|xy|n) =0, Vn and V6. If we compare this result with the
classical case, we can conclude that the number states are rather
exotic states of light!

3.2. Coherent states

Light states with more familiar behaviour are the eigenvectors
of the annihilation operator:

dlo) =ala), acC. (22)

The states |ot) are called coherent states and are the closest approx-
imation of the output state of a laser.

Exploiting the completeness relation »_,, [n) (n| =1 and the nor-
malization condition (x¢|ae) =1 we can find the photon number
expansion of a coherent state (see Example 1).

Example 1. In this example we calculate the photon number statis-
tics p(n) = |(nj)|? of a coherent state |o). We start using the
completeness relation of Fock states:

) —> (Z |n><n|) o) =) " (nla)n).
n=0 n=0
Now we have:
_ 0@ o
(nler) = <0lﬁ|a) = (Oler) N
where (0|} € C and we used Eq. (21). Therefore, we can write:
o an
o) = (Olex) ; Nl

In order to find an explicit expression of (0|or) we recall that the
normalization condition requires («|o) = 1, namely:

2 o 2" 2 _Jof?
1= {afor) =[0l)? } = — = |{Olor) e
n=0 ’

and we obtain:
|(Ola)| = e/,

In general (O|a) is a complex number, however a quantum state is

2
defined up to an overall phase, thus we can put (0ja) = e~ 1*"/2,
Finally we have:

2y e Al
o)y =12y " ——n), (23)
and the photon number distribution reads:
2n
o
p) = |(nle)[? = e~ % (24)

that is a Poisson distribution with:
(Ay=la* and A%@®)= ol

as the reader can easily check. W

If we calculate the expectation of the quadrature operator we
find:

(ko) = (ar]ala) e~ + (]dl ) e =2 9Re [oe e*”] , (25)
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and if we put o = (x1 +ix2)/2, with x1, x, € R, we obtain:

(X9) = X1 cOSO + X3 siné, (26)

as for a classical wave, see Eq. (9). However, whereas in the clas-
sical case the uncertainty of the expectation of the quadrature is
null, in the present case we have:

A*(Rg) = (%) — (ko) =1, V0, (27)
and, in particular:
A2Ry) A% (k) =1. (28)
Since, in general, given two operators A and B we have:

X N 11/Fra ~T\12
ath a2 > g [([4-8])) (29)

and, in our case, [X1,X2] = 2i, we have found that coherent states
are minimun uncertainty states.
Two coherent states |«) and |8) are not orthogonal:

B o2 + 1817 = ()"
(| B) = exp (— 5 )ZO . (30)
B o — B a*p —ap*
=exp (— 5 ) exp( 5 ) (31)
and we have:
(|82 =e e B 0, (32)

On the other hand, coherent states are overcomplete, in fact we
have the following resolution of the identity:

1 2. 2
;/|oz)(oz|d a=1I. (33)
C

Exercise 2. Prove Eq. (33). (Hint: use the completeness relation of
the Fock states and the polar representation of complex numbers
)i

3.3. Thermal states

Up to now we have met two pure states, namely, the photon
number states |n) and the coherent states |«). Another common
state is the so-called thermal state, which is a mixed state, being a
mixture of Fock states. The thermal state of the single-mode free-
field Hamiltonian can be written as:

b (Nep) = —— ( New )aTa
Oth th_1+Nth 1+ N, )

1 & N n
= Z( i ) In)(n.
1+Nth n—0 1+Nth

where Ny, represents the average number of photons. It is straight-
forward to verify that the purity Tr{02] < 1 if Ny > 0; if N =0
we have 0w (0) = |0)(0|, that is the vacuum state. Of course, the
photon number statistics is given by:

1 N n
< th ) . (35)
1+ Ntn \ 1+ Ny

Note that, in particular, the state of radiation at thermal equilib-
rium is obtained by Egs. (34), where now the average number of
photons reads [3]:

(34a)

(34b)

pm) =
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1

Nen(@. T) = explhw/(kgT)] -1’

(36)

w being the radiation frequency, T the temperature and kg the
Boltzmann constant. This explains why the states described by
Eqgs. (34) are usually called “thermal states”.

Exercise 3. Show that for a thermal state O¢,(Ng,) one has (i) =
Tr[0wm il = Ney and A%(f) = Ny(Np +1). H

Exercise 4. Show that for a thermal state O, (Ny,) one obtains
(%) =0 and variance A%2(%p) =2Np, +1. N

4. Function of operators and ordering theorems

Given the Hermitian operator A, such that Alwn) = Ap|¥n), and
a function f(x) with Maclaurin expansion:

21

feo=3 5 FPOx, (37)
=0

it follows:

£ (A) yw) = F A1) = £ (A) = 3 FAD bl (38)

Example 2. A unitary operator U can be always written as U=
exp (if}), where B is Hermitian. Therefore we have:

~ ad 1 /..\k
U:ZH(IB>. m
k=0

Given two operators A and B we have the following theorems
[4]:

Theorem 1. If [A, E] e C, we have:

AT _ oA oh ef%[;‘ E], (39a)
:eé eAe%[A’é] [ ] (39b)
Theorem 2.
A beh = [AB]+ 5 [4.[4.5]]
+ % [A, [A, [A,Bm N (40)

Theorem 1 can be used in the case of Schrédinger evolution
and in the presence of a Hamiltonian, which can be reduced to the

form H o A + B where [2\, fj’] € C. On the other hand, Theorem 2

is extremely useful in the case of the Heisenberg evolution of the
operators under the action of a Hamiltonian H. In this case A =
—iHt/h and B is the operator under investigation.

Example 3. (The displacement operator) The so-called displace-
ment operator is:

D(x) =exp (oeaT — ot*ﬁ) ) (41)

If we apply D(a) to the vacuum state and use Theorem 1 we have:
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Fig. 2. Scheme of a beam splitter.

D(@)|0) = e~1**/2 exp(ad’) exp(a*d)|0)
—_—
|0)

— e*|ﬂl\2/2 EOO l (aaT)n |0)
N n!
n=0
| \2/2200 o
_ ol
=

that is D(«)|0) = |&): we have “displaced” the vacuum state and
obtained a coherent state. We can associate the linear Hamiltonian
H =ih(ga’ — g*a) with the displacement operator. In fact, we find
the following evolution operator:

H A
exp (—IEI) = D(gt),

that is a displacement with amplitude ¢« = gt. W

Example 4. In this example we evaluate the Heisenberg evolution
of the annihilation operator under the action of the displacement
operator. We can apply the Theorem 2 with A = «*d — ad’ and
B = a, since [A, )_f?} =« only the first two terms of the r.h.s. of

Eq. (40) survive, namely:

i@ ab)=d+a. W (42)

Exercise 5. Calculate ﬁT(a) X0 ﬁ(oz) and, using the result, calculate
{(a|Xg|a), where |&) is a coherent state. W

5. The beam splitter

The beam splitter (BS) is one of the most common devices we
can find in any quantum optics experiment [2]. The schematic rep-
resentation of a BS is given in Fig. 2. The Hamiltonian describing
the interaction through a BS involves two input modes, d@ and b,
namely, A o« a'h + ab’, and the corresponding evolution operator
can be written as:

Ups(¢) = exp (C aTB_;*a[,T), (43)

where [a, b] =0 and ¢ = ¢e’9 Since the two-boson operators
]+ =a'b, ], = ab' and ]3 = 2[]+ ] 2(aTa — bbT) are a re-
alization of the SU(2) algebra, we can rewrite Eq. (43) as follows:

Ups(¢) = exp [em tan¢ &TB] (c052 ¢) —(@'a—b'hy/2

X exp [_efie tan¢ aBT] , (44a)
=exp [ 10 tan¢abT] (cos ¢)(6T675TB)/2
X exp [em tan¢aTB] , (44b)
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which can be useful to calculate the Schrédinger evolution of two
states through a BS. Using the Theorem 2 it is easy to show that:

Ol (0)aUss(g) =acosp +be sing, (45a)

Ugs(g) bUgs(¢)=bcos¢p —ae " sing,
that can be used to evaluate the Heisenberg evolution of some
functions of the field operators. Due to the action of a BS on the
two input modes, this kind of interaction is also called two-mode
mixing interaction.

(45b)

Exercise 6. The state of a laser beam can be well approximated
with a coherent state |a) = D(«)|0) of its field mode @, « € R.
Assuming that the mode bis initially in its vacuum state, calculate
the evolution of the input state |«) ® |0) through a balanced BS,
that is a BS with ¢ =71 /4 and 6 = 0. Do the same calculation with
mode b excited in a coherent state 18), B =8| el?. (Hint: consider
the Heisenberg evolution of the displacement operators.) W

Example 5. (Hong-Ou-Mandel effect) Let’s assume that two single
photons interact through a balanced BS (¢ = 7 /4 and 6 = 0): what
is the two-mode output state? We can write the two-mode input
state of mode d and b as:

11)1) = (1) ® 1) =a'b'|0).

The output state is thus given by Ugs|1)|1), with Ugs = 035(%).
Exploiting Eqs. (45) we have:

Ugs|1)]1) = Upsa'bT Ol Ugs)0),
——

0)

_ (@B (BTraty o) 2000 - 10)2)
2 VeI R T

Therefore if we put two photodetectors at the BS outputs, we
never obtain coincidence counts that correspond to the output
state [1)[1). W

6. Single-mode squeezing

When the value of a quadrature variance is less than the vac-
uum state one, in our case less than 1, we say that the state is
“squeezed”. Squeezing transformations correspond to Hamiltonians
of the form H o (@2 + a2 and the evolution operator can be writ-
ten as [5]:

~ 1 . 1 ..
SE) =exp [f(a*)z - Es*az] : (46)

where & =re!’. If we define the operators K = 1(@)?, K_ = 1a2
and K3 = —1[K;, K_1=J(@'a+ 1), we obtain a boson realization
of SU(1, 1) algebra. In particular, we can write:

& V2], el LAY

SE)=exp|—@)"| pn 2 exp| —o—a” |, (47)
20 21

where u = coshr and v = e'¥ sinhr. The evolution of the anni-

hilation operator under the action of the squeezing operator (46)
reads:

ST&)asSE) = pa+va'. (48)
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Example 6. (Squeezed vacuum) If we apply the squeezing operator
to the vacuum state, we obtain the squeezed vacuum:

G

which can be easily calculated using Eq. (47) and the expansion of
the exponential. It is worth noting that the squeezed vacuum is a
superposition of only even number states. W

$()10) = |2n),

Exercise 7. Let us assume that £ =r € R. Show that:
(i) (A) =sinh®r;

(i) A2(f) =2sinh? r(sinh?r 4 1);

(iti) (%) =0, VO;

(iv) A%(Rg)=e"cos’0+e Zsin?0. M

Starting from the results of the Exercise 7 and focusing on the
quadrature operators X; and X, obtained from %y with § =0 and
0 = 1 /2, respectively, we have:

A2x)=e¥ and A%(Ry)=e 7, (49)

namely, the variance of the quadrature X, is below the vacuum
level if r > 0. It is also worth noting that A2(X;) A2(R2) =1 that
is the squeezed vacuum is a minimum uncertainty state, but with
different quadrature variances.

Exercise 8. Prove that the displaced squeezed state ﬁ(a)§ (£)]0) is
still a minimum uncertainty state. W

7. Two-mode squeezing

The two-mode counterpart of the smgle mode squeezmg corre-
sponds to Hamiltonians of the form H oca'ht +ab and the evolu-
tion operator reads [5]:

S2(6) =exp (¢a'b' - §*ab) (50)

where E =reiV. If we define the operators K = a'bhf, K_ = ab and
K3 = -3k, k1= 1@a+ hTh + 1), we obtain a two-boson real-
ization of SU(1, 1) algebra. As in the case of single-mode squeez-
ing, we can write:

S5(€) = exp <£6T5T> M’(am*m“) exp (—%&B) , (51)

where 1 = coshr and v = e'¥ sinhr. The evolution of d and b un-
der the action of S,(&) leads to:
§1(&)a55(8) = pa+ b, (52a)
S5 b 82(6) = ub + v¥al. (52b)

Example 7. (Two-mode squeezed vacuum or twin-beam state) The
reader can easily check that:

B

or, if we introduce the parameter A = e'¥ tanhr:

$2(6)10) = /1 - |A|2Zx" In)n), (54)

$2(6)(0) =
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that is the two-mode squeezed vacuum or twin-beam state, since
a measurement of the photon number on the two beams always
leads to the same result. If we introduce N = sinh? |£| the twin-
beam state mean number of photons is (1) =2N and

A2 =——.
N+1

It is worth noting that the twin-beam state (53) is a continuous-
variable maximally entangled state. In fact, in the presence of pure
states of two subsystems QOap, entanglement can be quantified
by the excess von Neumann entropy, namely, £(0ag) = S(0a) +
S(0a) — S(0aB), Where 0a = Trp[0ap] and Op = Tra[0ap] are the
density operators of the two subsystems and S(9) = —Tr[0log0]
is the von Neumann entropy. In the case of the twin-beam state
(53), the two subsystems are described by two thermal states with
the same mean photon number N = sinh? |&]. Since a thermal state
maximizes the von Neumann entropy for a fixed energy N, the ex-
cess von Neumann entropy reaches its maximum: the twin-beam
state is maximally entangled.

Exercise 9. Given the twin-beam state §2(§)|0), explicitly write the
expression of the density operators of the two subsystems and cal-
culate the excess von Neumann entropy. M

Exercise 10. Given the two squeezed states §a(—r)|0) and §B(T)|0>

of modes d and b, respectively, calculate the two-mode state ob-
tained after their interference through a balanced BS. Assume
reRandr>0 N

8. Photon number statistics and moment generating function
In this section we address a useful method for studying the

photon number statistics p(n) = (n|0|n) of a state 0. The moment
generating function is defined as [4]:

M(w) =) (1 —w)"pm),

O<pu<2). (55)
n=0
Note that M(0) =) "1° p(n) = 1, whereas:
-=1D" dn

- q M| =pov. (56)
We also note that M(2) =), p(2n) — >, p(2n+1) corresponds to
the difference between the probability that the photon number is
even and the probability that it is odd. Furthermore, given M (1)
we can calculate the m-th moment of p(n) as:

d " — m — /om
[(M—l)a] M(u)ﬂﬂzozgn p(n) = (A™). (57)

In the case of a coherent state |«) we obtain the following ex-
pression for the moment generating function:

o) = M(uy =e (1 -

n=0

2n
o _ emiar, (58)
n!
In the presence of a thermal state Oy, (Ny,) we have:

> n Nth g
nZ(l - (1 +Nth> (59)

1+Nth —0

M) =

1

=— (60)
1+ uNm



S. Olivares

Fig. 3. A photon number resolving detector with quantum efficiency n can be rep-
resented as an ideal photodetector and a BS with transmissivity 7 in front of it.

It is interesting to note that in both the cases of the coherent state
and of the thermal state, the parameter p of the moment gen-
erating function multiplies the mean energy, that is |«|? or N,
respectively. This is not the case if we consider, for example, a Fock
state:

) = Mww=~0-w", (61)
or the squeezed vacuum state:

1
V1+2uN - 12N’

with N = sinh? |€]. In this last case we can easily see that M(2) =
1: this directly follows from the photon number statistics of the
squeezed vacuum that involves only the even terms (see Exam-
ple 6).

$(©)10) = M(p) = (62)

8.1. Bernoulli sampling from non-unit efficiency photodetection

A photon number resolving detector allows to directly measure
the photon number distribution p(n) = (n|0|n) of an input state o
and is described by the projectors |n)(n| onto the photon number
basis. However, a realistic detector has a non-unit quantum effi-
ciency 7, that can be seen as an overall loss of photons during the
detection process. From the theoretical point of view, a real pho-
todetector can be modelled as a BS with transmissivity n and an
ideal photon number resolving detector, as sketched in Fig. 3. As a
matter of fact, if we send a single photon state |1) to the realistic
detector, 1 corresponds to the probability to detect it. What hap-
pens when we send a Fock state |I), with [ > 1? Let us focus on
Fig. 3. The two-mode state just after the BS is:

A 1 AN
- at — —_ nht
Ossih10) = —= (Viid" = T=nb) [0)
1
_ LS (DY Soika — mk @ty bt
_ﬁkz(](")( Dkt =k @h'—*dho)
I

I
(—DX (k) n'=k@ — )k |1 — k) k)

k=0
-y (=D!"™/Pam; ) Im)|l — m). (63)
where "
P(m; ) = <;> nm( -t (64)

is the probability to detect m photons, m < I. Of course, if n — 1
we have P(m;n) — p(m) =6&.m.

It is now clear that if we know the actual photon number statis-
tics p(m) of the state 9, then the detected photon number statistics
is:
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Fig. 4. Photon number distribution of a thermal coherent state, thermal state and
squeezed vacuum state in the ideal case (n =1, circles) and in the presence of a
non-unit quantum efficiency (7 = 0.7, triangles). In all the cases we set (i) = 2.0.

oo

[
Pm;n =) (m> "1 = "p), (65)
1=0
and the corresponding moment generating function is:
o
M(u; )= Y (1= )™ P(m;n) (66)
m=0
o
=> (1 —nw'p)=Mmnw), (67)
=0

that is the moment generating function of the actual photon dis-
tribution but with the substitution © — nu.

Exercise 11. Apply the result of Eq. (67) to the case of a coherent,
thermal and squeezed state. What are the main differences? What
is the physical insight? B

In Fig. 4 we show the effect of a non-unit quantum efficiency
on the photon number distribution of a coherent, a thermal and a
squeezed vacuum state.

9. The Fano factor and the Mandel parameter

In order to classify the photon number distribution of an opti-
cal state, it is somehow convenient to use its width relative to a
Poisson distribution. The Fano factor is defined as [5]:

A%(f
F= A( ), (68)
(n)
that is just the ratio between the actual width of the photon num-
ber distribution and the width of a Poissonian with the same
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mean photon number. If 7 > 1 we are in the presence of super-
Poissonian states; if 7 < 1 we have sub-Poissonian states. Light with
Poissonian (F = 0) or super-Poissonian properties can be also de-
scribed within a semiclassical theory, where the field is, in general,
a classical superposition of electromagnetic waves, but the detector
is a quantum device (for example an atom). Within the semiclassi-
cal framework, a Poissonian light can be modelled as the classical
wave in Eq. (2), whereas a super-Poissonian one is obtained by
the superposition of a large number of uncorrelated waves with
the same amplitude and frequency, but random phases. However,
it is not possible to give an account of sub-Poissonian light within
the semiclassical framework [2], which turns out to be nonclassi-
cal and, thus, requires a quantum description of light. It is worth
noting, that the sub-Poissonian character of the light is only a
sufficient condition for nonclassicality (squeezed states exhibit a
super-Poissonian photon statistics but are nonclassical, as we shall
see).

A typical example of sub-Poissonian and, in turn, nonclassical
states is given by the Fock states, for which we find 7 =0. A co-
herent state has F = 1. The thermal state with Ny, mean photons
is super-Poissonian, since F = Ny, + 1. Also squeezed states are
super-Poissonian and we have F = 2((f) + 1): therefore given a
thermal state and a squeezed state with the same mean number
of photons, the squeezed state has a Fano factor that is twice the
thermal states one.

As a matter of fact, different quantum states may have the same
Fano factor: both the coherent state |&) and the mixed state o =
e—laf? >, )~ e [>"|n)(n| have the same Fano factor F = 1.

The Fano factor is directly related to another quantity, the Man-
del's Q-parameter, defined as [2]:

Q=F-1, (69)
=) [¢?©-1], (70)
where

@ _ ) = @

0 =" (71)

is the normalized second-order correlation function introduced by
Glauber [6]. We have Q@ =0 and Q > 0 for Poissonian and super-
Poissonian light, and —1 < Q < 0 for the sub-Poissonian one.
Thanks to Eq. (71), it is also clear that a sufficient (but not nec-
essary!) condition for nonclassicality is g® (0) < 1.

10. Operator ordering and number operator
We have three possible creation and annihilation orderings:

e normal ordering (creation operators on the left): (&T)" am;
n

o antinormal ordering (creation operators on the right): a™ (aT) ;
o symmetric ordering (balanced sum of all the possible combina-
tions): for example, [a7d]s = %(&T& +aah.

Depending on the problem and/or the system under investigation,
one ordering could be preferred to the others. Given a function
f(@,a" of the annihilation and creation operator, we use the nota-
tion :f(a, '} for the normal ordering, : f(a, a"): for the antinormal
ordering and [ f(a, ahs for the symmetric ordering. In this section
we focus only on the number operator f, thus we have:

f:=ata:

n: = aa

[a'als = J@'a +aa" =afa + 1.
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It is straightforward to show that the normalized second-order
correlation function (71) can be written as:
A%y (@'aTaa)
g20) = =5 =~ (72)
(n) (a'a)
Here, the normal ordering of the field operators directly follows
from the photodetection theory, where the detector actually ab-
sorbs photons [2,6].

Example 8. In this example we first consider a coherent state |«).
We find:

(o] o) = |, (aldilo) = |af® +1,

and

. , 1
(or|[nlsler) = || t3

The reader can easily check that:

Lk, 2k
(o] A" Jor) = ||,
which implies that for a coherent state the normal-ordered vari-
ance vanishes, :A2(f): = 0. From this result follows that:

o A2(f):=0 =
o AZ():>0 =
o A2(f):<0 =

Poissonian;
super-Poissonian;
sub-Poissonian.

In particular, in the presence of a thermal state O, (N¢,) we have
:A2(R): =k!NK and, thus, :A?2(R):=N2. W

Exercise 12. Calculate the normal-, anti-normal- and symmetric-
ordered photon number variances in the case of a Fock state
). M

11. Characteristic functions

The use of characteristic functions or quasi-probability distribu-
tions allows to obtain a more complete statistical description of the
field. They contain all the information necessary to reconstruct the
density matrix of the state. The p-ordered characteristic function
associated with the state 9 is defined as [4]:

X0, p) =Tr[dD (1) ePH 72, (73)

where D(%) = e '@ s the displacement operator. We recall that
we can rewrite D(A) also in the following three forms:

Do) = YU e—lx|2/27 (74a)

D) = e M glt/2, (74b)
o0

R AT (— A At man

D) =n2 = [@hma ]S. (74¢)

Therefore, according to the value of p, we may have the normal
ordered characteristic function with p = 1:

(0, 1) =Tr{oeM e~ (normal ordered) (75)
the antinormal ordered characteristic function with p = —1:
X, —1) =Tr[pe*"4e*"]  (antinormal ordered) (76)

and the symmetric ordered characteristic function with p = 0:

X (1, 0) =Tr[p e ~*'4]  (symmetric ordered). (77)
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The last form is simply referred to as characteristic function and
one writes usually x (1) = x (A, 0).

Starting from x (A, p) we can evaluate any p-ordered expecta-
tion value of a function of ' and 4, since:

(%)m (— ai*)nm, p| _ =@ma,. (78)
where
(@hman, = (@Hma"), (79a)
(@hma" 4 = @Hman), (79b)
(@hmamo = (| @hmar) ). (79¢)

We report also the so-called “Glauber formula” that allows
to connect the density operator 0 to its characteristic function,
namely:

0= % / d®x x (0 DT(v) (80)
C

= %/dZATr[@ DO1DT (). (81)
C

Example 9. The p-ordered characteristic function of a Fock state
[n) is:

_ 2
In) — x (., p) = eP=DIMT2 L (13)2)
where:

L@=3 (;) D

m=0

are Laguerre polynomials.

Example 10. From the previous example follows that the p-
ordered characteristic function of a thermal state o, (Ny,) is given
by:

~ 1
Oth(Ntn) = Xth(X, p) = exp [—5(1 + 2Ny — p)|)~|2] .

Indeed, if Ny, — 0 one has the p-ordered characteristic function of
the vacuum state, namely:

1
10) = Xvac(x, p) = exp [—50 - p)W} .

It is worth noting that the both (A, p) and xvac(A, p) are Gaus-
sian: the thermal and the vacuum state belong to the class of the
so-called Gaussian states, that are states with Gaussian character-
istic (or Wigner, as we will see) functions.

Due to the very definition of the characteristic function, given
X (1) of the state 0, the characteristic function x’(1) of the state
U @UT, where U is a unitary transformation, is given by:

x' (W) =Tr[060T D)1 =Tr[d OTDOVHT]. (82)

In the case of a unitary transformation leading to a linear trans-
formation of the field operators 4 and a', as in the case of the
displacement or squeezing operators, it is straightforward to cal-
culate x’(2). In fact, by using Eqs. (42) and (48), respectively, we
have:
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D@)@DY(@) — x'() =Ti[e D@D D(@)]
= U Tr[p D(W)]
="y (), (83)
and (for the sake of simplicity we assume r € R):
$MdSTr) — x'0) =T STMDG)S(™)]
=Tr[0 D(xcoshr — A*sinhr)]
= x (Acoshr — A*sinhr). (84)

11.1. Trace rule for the characteristic functions

Given two operators A and B and the corresponding character-
istic functions x; () and xj(4), we have:

o
Tr[AB] = ;/dzxxﬁ(x) X5 (=) (85)
C

12. Quasi-probability distributions

An alternative to the characteristic functions is given by the
quasi-probability distributions, which are similar to phase-space
distributions [4]. A quasi-probability is a real-valued (though it
could be negative), normalized function and the moments of prod-
ucts of a' and @ are calculated evaluating suitable integrals as
in the case of an actual probability distribution. The p-ordered
quasi-probability distribution W («, p) can be defined as the two-
dimensional Fourier transform of the corresponding p-ordered
characteristic function:

1 * *
W(a,p)= p/dzxm, p) et ¥ (86)
C
We also recall that:

1 * *
?/dzx e = — §@) (@), (87)
C

where §@ (@) is the two-dimensional Dirac’s delta function. From
the definition (86) follows that W («, p) is normalized:

1 * *
/dzoc W(oz,p):/dzkx(k,p)F/dzae“’\ —ath

C ) C
§@ )
=x(0,p)=Tr[p]=1. (88)
Furthermore, we have:
/ d*a W (a, p) (@*)"a"
C
1 * *
=3 / d*2 / d®a x (., p) (@) e 7O (89)
C C
but:

a\"/ a\"
(a*)man eak*—a*k N eak*—a*k’
ar or*

thus, we have:
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fdzoz W(a, p) (@™o =
C

1 2
=;/d Ax (. p)
C

X( ax) (ax*)!
- forson (2] () o

(integration by parts)

(8 m K n N ’
_<ax> < ax*) XD,

= (@Hma",
as in the case of Eq. (78).
Given q < p, we have x(1,q) = x (A, p)e~P=D**/2 and we
obtain the following relation between W («, q) and W («, p):

aA*—a*k

(90)

W, q) =

i2/‘12k)(()»,p) e~ (P—DIA?/2 gad* —a*h
4 C
a / d2y e~ (P—DIAP/2 gor*—ar*
71—2
C

x / d*BW (B, p)e* P4
C

X@,p)

_RI2
zr(p—q)C r-q

Equation (91) allows to pass from one ordering to the other. Note
that as q decreases the peaks in the quasi-probability distribution
become broader.

We have seen that there is a strict relation between the char-
acteristic functions and the quasi-probability distributions. How-
ever, W(«, p) can be obtained directly from the density operator
0, without passing through the characteristic function formalism,
namely [11]:

(91)

W (a, p) =Tr[p D(a) T(p) DT(@)], (p<1) (92)
where:
n 2 2
_ . _ Al
T(p)_in(l—p) .exp( 1_paa)., (93)

therefore we have:

o0 1 n R .
+§) (D (@) o D@)in).  (94)

2
W<""p>=na-p>,§(‘1-

It is worth noting that (n|bT(a)@ﬁ(a)|n) is the photon number
distribution of the state @ after a displacement of amount —c,
and it can be also retrieved experimentally, thus allowing to re-
construct the p-ordered Wigner function.

10
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12.1. Glauber-Sudarshan P-representation

The so-called P-representation allows to write a density opera-
tor as:

O =/d2a P(a) |a){c|, (95)

where |«) are coherent states and P(«) is called P-function. If we
put p =1 into Eq. (86) we obtain:

W(a, 1) = P(a). (96)
To calculate P(w) given 0, we can start from the identity:
(~121) = [ dor pleyerle e, (97)
(@
and, defining the Fourier transform as:
gB) = / o f@)e® P (98)

by applying the inverse Fourier transform, we get the useful for-
mula:

‘alz 2 * *
> [ @6 -piaipetrer e,

C

P(a) =

(99)

By expanding ¢ on the Fock basis, 0 =Y, Onm|n)(m|, we obtain
the formal expression of the P-function [12]:

elol?

aﬂ+m
P(a) = - Onm
T m

(_l)n+m
/nim! 9o d(a*)™

that clearly shows its singular nature in general.

8D (a),

(100)

12.2. The Wigner function

The Wigner function W («), introduced by E. P. Wigner, is given
by Eq. (86) with p =0, namely, W («, 0) = W (). Furthermore, we
can write:

2_ .= N A
W) = —Trle D(e) T(p) D), (101)

where we introduced the parity operator = (_Da’fa_ Note that
D(@) f1(p) D¥(er) = D) T1(p) = M(p) D' 200)
12.3. The Husimi or Q -function
The Q -function follows from Eq. (94) when p = —1:
Q) =W(e,0)=

Lol (102)
ﬂ(OlIQIOl)-

Note that in this case we really have a probability distribution,
since Q () > 0 and normalized.

Example 11. If we consider a Fock state |n) we have:

o 52n @
W (@.0) =W (@)= % (—1)"e 2l 1 4la)?),
1T g o™
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Fig. 5. Wigner function of the Fock state |n) for three values of n. Note that Wigner
functions may have negative values.

Fig. 6. Q -function of the Fock state |n) for three values of n. Note that, with re-
spect to the Wigner functions in Fig. 5, the corresponding Q -functions are always
positive.

It is clear that decreasing the value of p from 1 to —1 the corre-
sponding W («, p) becomes more and more regular. In Figs. 5 and
6 we plot the Wigner function and the Q -function, respectively, of
a Fock state |n) for different values of n. M

As in the case of the characteristic function, given the Wigner
function W () of the state o0 we have:

11
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vacuum/thermal state

Reo(a) 5

coherent state

0.00
Reo(a) 5
0.20 squeezed vacuum
0.15

Reo(a) 5

Fig. 7. Wigner functions of the vacuum state (top plot, yellow surface with the high-
est peak) and of a thermal state (top plot, green surface with the lowest peak), of a
coherent state (centre) and of a squeezed vacuum state (bottom). Note that, though
the squeezed vacuum state is nonclassical, its Wigner function if positive definite.

D)o D'(B) > W(a - B), (103)
and
S d5T(r) > W (a coshr — o* sinhr). (104)

In Fig. 7 we plot the Wigner functions of the vacuum, the thermal,
the coherent and of the squeezed vacuum states, respectively.

12.4. Trace rule for the Wigner functions

Given two operators A and B and the corresponding Wigner
functions W ; (@) and W («), we have:

Tr[AB] :n/dza W5 () W (). (105)

C

13. Nonclassical states

Albeit a thorough discussion about the nonclassicality is beyond
the aim of these pages, in this section we draw some useful com-
ment starting from the Example 11, where, in particular, we cal-
culated the P-function and the Wigner function of the Fock states.
In this context, we focus on a criterion for nonclassicality stem-
ming from physical constraints and leave to the interested reader
the criteria funded on information theoretic concepts (see, for in-
stance, [7]).

We have seen in sect. 9, how the Fock states are sub-Poissonian
(reaching F = 0, the minimum value of the Fano factor) and,
therefore, cannot be described classically: they are nonclassical.
As a consequence, the results of the Example 11 show that Fock
states have a highly singular P-function (a sum of derivatives of
Dirac’s delta functions): only classical states can be represented
as a mixture of coherent states, namely, the function P(«) in
Eq. (95) is a probability distribution (positive semidefinite and
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Fig. 8. Scheme of the down-conversion process leading to single- and two-mode
squeezing.

normalized). Note that, for a coherent state 0 = |8)(B|, we find
P(a) = 8@ (a — B), that can be seen as the “boundary” between
classical and nonclassical states. Therefore, in the presence of non-
classical states, such as the Fock states or the squeezed states, the
corresponding P-function is more singular than a Dirac’s delta:
this can be easily seen from the general expansion Eq. (100).

Let us now turn the attention on the Wigner functions. Still
considering the Example 11 and Fig. 5, we find that the Wigner
functions of the Fock states have negative values. Also the nega-
tivity of the Wigner function, like the sub-Poissonian features of a
state, is a sufficient signature of its nonclassicality: if its P-function
is a proper probability distribution, the Wigner function is positive
definite, being linked through Eq. (91) with ¢ = 0 (Wigner func-
tion) and p =1 (P-function). Nevertheless, if the Wigner function
is positive definite, the corresponding P-representation could be
also highly singular and, thus, the state is nonclassical. This is the
case of the squeezed states.

For the sake of simplicity here we consider the squeezed vac-
uum, whose p-ordered characteristic function reads (without lack
of generality we assume r € R, r > 0):

—2r

2

2r
e’ —p e
xxmx,p)==exp{—— 5

b A%} , (106)
where A = Ay + idy. Therefore, xsq(, p) is unbounded if p > e~
and the P-function, that we obtain by inserting xsq(A,p) into
Eq. (86) with p =1, can be expressed only in terms of the deriva-
tives of the Dirac’s delta exploiting, for example, Eq. (100). If
p < e, Eq. (106) represents a two-dimensional Gaussian func-
tion and, thus, also the Wigner function W («, 0) is a well-defined
Gaussian (see Fig. 7, bottom panel) [8].

Albeit on this section we considered only the nonclassical as-
pects, we stress that states endowed with negative Wigner func-
tions or, more in general, with non-Gaussian features, are also rel-
evant resources for the development of continuous-variable quan-
tum information technologies [9,10].

2r

13.1. On the generation of nonclassical states

In sections 6 and 7 we have introduced the Hamiltonians lead-
ing to single- and two-mode squeezing, respectively. These Hamil-
tonians are implemented through a three-wave interaction on non-
linear crystal characterized by a second order nonlinear suscep-
tibility x ®: thanks to the nonlinearity, one photon of the input
mode ¢, the “pump”, is converted into two photons of the modes,
a and b, respectively (see Fig. 8). The frequencies and the directions
of the output modes should fulfil the phase-matching conditions,
namely, w. = wy + wp (frequency conservation) and k. = kq + kp
(momentum conservation). Being w. > wq, wp, the process is called
“down-conversion”. Usually, the pump is a high intensity laser
beam and it is considered as a classical field whose complex ampli-
tude remains constant (parametric process), leading to the squeez-
ing operators described in sections 6, for wg = wp and kg =k
and 7, otherwise. In addition, the process of the parametric down-
conversion is at the basis of the techniques to generate entangled
photons [13] that can be exploited for advanced applications.

12
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Nonclassical fields can be also generated in the presence of
third-order nonlinearities (Kerr effect): now, two photons of the
pump are converted into the two new photons (four-wave mix-
ing). This process is of particular interest for the generation of
nonclassical fields at telecomm wavelength and has been studied
in optical fibres to obtain squeezing, to [1].

Another interesting and effective way to create and manipu-
late quantum states exploits the linear optical elements and the
photodetection we introduced in the previous sections. In this sce-
nario, one can add or subtract single photons to an input state
obtaining a new one with enhanced nonclassical properties that
can be used for fundamental tests of quantum mechanics or for
applications in quantum technologies [14-16].

We finally recall that nonclassical optical states, such as the
Schrodinger’s cat states, may be obtained in the framework of
cavity quantum electrodynamics, through the interaction between
atoms and electromagnetic fields inside microwave cavities [17]: in
this case the optical states are “trapped” inside the finite volume
of the cavity and they are not “travelling” as in the case discussed
above.

14. Wigner function and quadrature expectation values

If we introduce the quadrature X =a -+ a' with eigenvectors |x),
namely, X|x) = x|x), the generic quadrature X, can be written as:
kg =ae " yate =07 20y, (107)

where Uy = exp(—i0afd) is a phase-shift operator. If Xg|x)g =
Xp|X)g, then we have:

05204 X9 = x01%)5. (108)
——
Xo
that is:
Uglx)o =x9 Uglx)g =  R|xg) = Xp|Xg), (109)
—— ~——

|xa) Xo)

that is the state |xg) = 09|x>9 is eigenstate of X with eigenvalue xy.
Therefore, the probability p(x;6) to obtain an outcome x measur-
ing the quadrature %y given the state 0 can be written as:

p(x:0) = (|0 0 OF 1), (110)
since ﬁz;lx) is eigenstate of Xy with eigenvalue x.

In this section we will show how the Wigner function W (&)
of the state ¢ is related to the probability p(x;6). First of all we
should rewrite the characteristic function x (1) of ¢ in cartesian
notation, that is, we write A = u +iv, where, u, v € R. We have:

(0 =Ti[d EA&T—A*&]ZTF[@ ei(vfc—u}?)]’ (111)

where § =i(a@"—a). Now, using Theorem 1 and evaluating the trace
on the basis {|x)} of the eigenstates of X we have:

Tl‘[@ eiv& e—iu jl] e—iuv — / dx (X|@ eivf( e—iu y Ix) e—iuv.

R

(112)

Since [%, §] = 2i, we have e~J|x) = |x + 2u), thus we obtain:

/dx<x|@ei”|x+2u>e—"w =/dq (@—ulplg+uye™d, (113)
R R

where we used the change of variable x = ¢ — u. Summarizing, we
can write the characteristic function as:
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Fig. 9. Winger function of a displaced squeezed vacuum state (yellow surface) and
its marginal p(x; @) (red line).

x(u,v>=/dq (@ — uldlg + u) ™. (114)

R

The corresponding Wigner function is given by Eq. (86). In or-
der to write also W(w) in cartesian notation we should write
o = (x +iy)/2, where the factor 1/2 is due to the definition of
the quadrature operator. Since aA* — a*A =i(uy — vx) we have:

1 .
Wx,y)= W/du/dv X (u, v)e@W=vy (115)
R R
=i/du/dq<q—u|@|q+u>e"”y
2w
R R
1 oo
X —/dve"’(q X (116)
2
R
—_— —
8P(q—x)

Therefore, after the integration over q, we obtain the original defi-
nition of the Wigner function:

1 )
W(;gy):E/du (x—u|Q|x+u)e™. (117)
R
It is now straightforward to see that:
p(X)Z/dy W (x, y) = (x|0|x), (118)

R
or, more in general, since the Wigner associated with the state
UHQUZ is:

09@029W(xcos@—ysin@,ycos@ + xsin0), (119)

we obtain that the probability distribution of the outcomes of the
generic quadrature Xy is given by the following marginal of the
suitably transformed Wigner function [18]:

p(x; 60) :/dy W (xcosf — ysin6, y cos6 + xsin6)
R
= (x|Us 0 U] |x). (120)

In Fig. 9 we show the Wigner function W (x, y) of a displaced
squeezed vacuum state and its marginal p(x;6).
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15. Measuring the expectations of the quadrature operator

In this section we describe the balanced homodyne detection, a
method to measure the quadrature operator [19]. We have seen
that when two modes d and b interact through a balanced BS their
evolution is given by Egs. (45a) and we can write the outgoing
modes ¢ and d as:

a+b ~ b
, and d= .
V2 V2

If we define the sum and difference output photocurrent 1. =
¢'¢ £d'd we have that I, = a'a + b'h (energy is conserved) and:

¢=

(121)

1_=¢le—dfa, (122)

=bfa+hal. (123)

If we now assume that the input state is the factorized state 0 ®
|zei?)(zel?|, where |ze?) is a coherent state, z € R, we obtain the
following expectation:

(I-)=z(%) = (%)= % ), (124)
where % = de™ 4+ afel®, (k) = Tr[0 %] and Z = (b'a + ba")/z.
Therefore, the mean value of the quadrature Xy given the state o
can be measured mixing the state at a balanced BS with a local
oscillator |ze!?), measuring the different photocurrent and normal-
izing the outcome with respect to z. On the other hand, if we
evaluate the second moment (Z2), upon the substitution b— zel,
we find:
ol
I°=X5+ R (125)
thus one should have (a7a) = Tr{¢ 4'a] « z® in order to obtain the
actual quadrature moment, namely (Z2) ~ (32).

In Fig. 10 we show the Monte Carlo simulations of homodyne
traces in the case of the vacuum state, a coherent state and a
squeezed vacuum state.

16. Homodyne tomography

In this section we show how we can obtain the expectation of
an observable A given a state ¢ and its homodyne data sample
{6k, x)}, k=1,..., M, x; being the outcome from the observation
of the quadrature Xg, [20]. This is crucial to achieve the experi-
mental reconstruction of optical states and their advanced analysis
[21,22]. We remark that other approaches, such as the ones based
on minimax estimation, may be also useful to retrieve the Wigner
function of the addressed states in the presence of noisy data or
low quantum detection efficiency [23,24].

Exploiting the Glauber formula, we can write the operator A as:

A= %/dza Tr [A D(a)] b (@) (126)
C
or, writing o =iy e~ as:
g
A= %/de/dy|y|Tr[Aeiy3‘9]e*fy*9. (127)
0 R
The expectation (A) =Tr[0 Al is thus given by:
g
(A):%/de/dy|y|Tr[Aeiy*9]Tr[@e—fy§9], (128)
0 R
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vacuum state

coherent state

squeezed vacuum

Fig. 10. Monte Carlo simulations of homodyne traces for the vacuum state, a co-
herent state |«), @ =1, and a squeezed vacuum S(r)|0) with (i) =1 and r <0,
corresponding to 7.7 dB of squeezing.

and, evaluating the last trace using the basis {|x)s} of the eigen-
vectors of the quadrature Xg, X9|x)g = x|X)y, namely:

Tr [@e*"ﬁ‘e] =/dx o (x|01x)g e ™%, (129)

———

R p(x;0)

we have:
1 b
(A) = ;/dG/dxp(x;H)R[A](x, 0) (130)
0 R

=R[A](x,6), (131)

where we introduced the estimator of the operator ensemble av-
erage (A) given by:

RIAIX, 9):/dy|y|Tr [Ae"y<5‘6*")]. (132)

R
Equation (131) is at the basis of quantum homodyne tomogra-
phy. It is worth noting that since the tomographic measurement

is given in terms of the average R[;\](x, 0) the precision of the
measurement is given by the quantity (here we consider only the

case of R[A](x,0) € R):

2
)

52 = R2[A](x, 0) — {R[A](x,a)} (133)

where:

RZ[A](X,G):%/d@/dxp(x;@)Rz[A](x,G). (134)
0 R
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Table 1 . .
Estimator R,[A](x, ) for some operators A.
A RylAl(x, 6)
a el x
2 21‘0( 2 1)
a e X — =
n
Ry 2xcos(0 — ¢)
A 1
%3 (xz— ;){1+2c05[2(0—¢)]}+1
J 1 1
afa et (xz - 7)
2 n
o 4 2— 1-
@'a)? X _ (=) il
6 2n 2n?

In the case of the homodyne data sample {(6,xx)}, k =
1,..., M, where 6, uniformly spans the interval [0, 7] and M > 1,
Eq. (131) can be written as:

M A
> RIAIK, 6).-

. o1
(A>:Ml£nooM (135)
k=1
Indeed, the finite sum:
1 M
(A) =+ > RIAIKk, 6h) (136)

k=1

gives an approximation of the actual value of (A). Furthermore,
using the central limit theorem, one finds that the tomographic es-
timation converges with a statistical error that decreases as 1/+/M.

In the case of optical systems, one can reduce the estimation
of the expectation of any operator to the estimation of normally
ordered products of annihilation and creation operators (a")"a™,
whose estimator is:

i(h—m)o Hpim (X/ﬁ)
n+my’
J2n+m ( A )
where Hp(x) are Hermite polynomials.
Since quantum tomography has a practical utility, we note that

in the presence of homodyne detection with non-unit quantum ef-
ficiency 1, the homodyne probability is given by the convolution:

] ! 2
/dx’p(x’; 0) exp [—%}
2783 4 ]

with §2 = (1 —n)/n. In turn, the function in Eq. (137) should be
replaced by:

RI@H"A™)(x,0) =e (137)

pp(x;0) = (138)

i(n—m)s Hpym (\/ﬁx/«/i)
Jan ()

In Table 1 we report the analytical expression of the estimator
RylAl(x, ) for some relevant operators A.

Ryl@H"a™(x,0) = e (139)

17. Conclusions

In these pages I have summarized the basic theoretical tools
to deal with generation, manipulation and characterization of op-
tical quantum states. Indeed, they didn’t cover all the aspects of
this interesting topics: this is far beyond the scope of this work
(the interested reader can found further information in the essen-
tial list of references). Nevertheless, I hope that this introduction
has been a useful tool both for the student that was looking for
an “advanced summary” of quantum optics as well as for the re-
searcher that applies it to describe and investigate our world.
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